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Abstract

In recent years, identifying source printers has gained immense popularity for forgery
detection. Paper employed for agreements and contracts have greater significance and to
detect forgery among these papers validates the source more appropriately. With the advent
of time, the document forgery is increasing and identifying source printer of document will
result in validating a proper source as well as finding that document is forged or tampered.
The proposed study aims to identify source printer of printed scanned document images. We
employed a dataset for this study that contains 20 printers from which 13 are laser printers
and 7 are ink-jet printers having 1200 document images. The documents also contains
graphics, tables and text with different font style and sizes. We investigate features through
hand-engineered techniques as well as machine-learning techniques. we also investigate
the approaches related to text-dependent and text-independent mode. Development of such
forgery detection systems are likely to facilitate the forensics community in analysis of
printed scanned documents.
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Chapter 1

Introduction

1.1 Introduction

Paper has always remained the most widely employed mode to store and convey
information in organizations, legal affairs, banking transactions and many more. Paper
documents are specifically important when it comes to agreements and contracts. With the
advancements in technology, it is now fairly straight forward to modify printed documents
for malicious purposes or change the content of a document that is being digitally
transferred. Printed documents can be forged and may be used for illegal purposes such
as creating fake documents or currency, altering the contents of official or testimonial
documents etc. Hence, coming to conclusion about the authenticity of a document has
remained an attractive research area in forensic sciences. Traditional approaches for
detection of forged documents are generally based on laboratory/chemical analysis that
can damage the investigated document either partially or entirely.

With the recent advancements in different areas of image analysis and machine
learning, examination of documents by forensic experts is being facilitated by comput-
erized systems. Document forensics technology, focused on identifying the source of
a document or on detecting forgery, has developed rapidly in recent years. Document
forensics currently faces many challenges that limit its development. The techniques are
currently limited to text documents with black text on white background. Various methods
in digital image forensics are reviewed by many researchers. Recent research in doc-
ument forensics has focused on forgery detection using source-printer identification [40, 1].
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In the present research, we aim to develop techniques which are able to distinguish
the documents produced by different printers. Identifying the source printer of a given
document can be useful in detecting forgery or identifying tampered documents. In this
research, we analyze the characteristic of different laser and ink-jet printers to determine
the key signatures produced by the different ‘physical and technical processes’ involved in
several types of printing. Based on the analysis of these signatures, we aim to detect the
source-printer for query document.

Among different modalities to detect document forgery, identification of source
printer is known to be an effective technique. Forgery or tampering can be identified
if the questioned document has been printed using a different printer than the expected
one. A number of traditional feature extraction techniques have been investigated for
printer identification. These features mainly target the imperfections in printing of
characters to characterize the source. In the recent years, conventional hand crafted
features are being replaced with machine learned features extracted using deep learning
techniques. Such automatic feature extractors are known to outperform traditional
techniques on a number of classification problems like Skin Cancer Classification
in [23, 11], Classification of Graphomotor Impressions [34],Scene classification of
multisource remote sensing data [56] and Classification of Handwritten documents [10, 5].

The proposed approach is tailored to identify source printer of textual documents.
Our proposed research aims to investigate features through both hand-crafted and
machine-learned features. For Identifying source printer, the only available data is in
form of scanned versions of textual documents more specifically, the training set consists
of scanned textual documents of suspect printer or the printer that is targeted. Our
experimental study is based on a database consisting of 1200 documents from 20 different
printers. Out of these, 13 are laser printers and 7 are inkjet printers. The images are
scanned in grayscale and contain images, tables and text (text-independent mode). The
available training documents are printed with different fonts also, the different font-sizes
of the document. we are not bounding our method neither to work with a single font and
font-size, nor to work with a fixed character. Forgery of tampering can be identified if a
questioned document has been printed using a different printer than the expected one.
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1.2 Motivation and Problem Description

In today’s era, the use of different types of printers is within the reach of everyone,
hence printers can be used for malicious purposes. Documents can be forged and tampered
by anyone therefore having ways of detecting who printed such documents is important to
identify suspects in such cases. Moreover, being able to identify which printer printed the
document is also a way to verify the authenticity of the document.

To address this issue, in literature, many traditional feature extraction techniques
have been applied for printer recognition; however, such existing researches have been
applied on different dataset either private or public that are available for this problem.
Some reported techniques used color-documents, text-documents and some used datasets
with majority of the printers being of the same brand but most of the techniques were
text-dependent. Text-dependent techniques work with characters and same textual content
is used at the time of training and testing. In this thesis, we have presented a solution
based on work on text-independent approach. In text-independent solution, we identify
the source printer that extracts the information from the textual content that is different
in both training and testing. Furthermore, we also identify the best hand-crafted and
machine-learned features for the problem of source printer identification.

1.3 Research Contribution

The main contributions of this thesis are:

1. A novel technique is presented for characterizing the source printer from scanned
images of printed documents.

2. Performance of proposed techniques is investigated in text-dependent and text-
independent methods. The analysis is performed by applying hand-crafted and
machined learned features. For machine learned features, we have evaluated our
experiments on different pre-trained Convolution neural networks. Our analysis is
based on three level i.e. page level, patch level and character level.

3. For increasing accuracy of our system, our analysis is based on the discriminating
power of different characters in identifying printer source. We implement deep
learning to individually all characters (a-z) and picked out the best performance
characters. Afterwards, we combined best performance characters and evaluated the
results.
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4. We analyzed the characteristic of different laser and ink-jet printers to determine the
key signatures produced by the different physical and technical processes involved
in several types of printing.

5. Performance exceeding the current benchmarks is reported on publicly available
dataset.

1.4 Thesis Organization

This thesis consists of a total of 5 chapters. Chapter 2 covers the background and
literature work of source-printer-identification, text-dependent approaches, data extraction
and printer techniques that are used for color and text documents. Chapter 3 discusses the
proposed methodology and frame work of system and the detailed analysis of algorithms
that are used in proposed methodology. Chapter 4 discusses the experimental setup with
results and discussions based on our extracted results. Chapter 5 concludes the research
work with final considerations and highlight future directions.



Chapter 2

Literature Review

Printed documents are an integral part of almost every organization. A wide variety
of printer types and models are available from numerous vendors. In the recent years, laser
printer has become the most widely employed printing technique due to its speed and
reduced costs. A laser printer employs a dry painting process. In this process, a black
sooty powder and a paper is used for printing. A charged drum is involved in the process
and when it revolves, a beam of laser is reflected by a mirror and the laser prints the
letters and images as a pattern. After reflection of the laser, the positively charged toner
is attracted as the paper rolls under the drum. The fusing process then fuses the images
and letters on the paper permanently. The process of printing a document through a laser
printer is illustrated in Figure 2.1. The intrinsic characteristics generated on paper can be
seen as some imperfections in the manufactured parts. These imperfections maybe caused
by the electromagnetic charges, different drum size or its revolving speed, the placement
of parts etc. and can be exploited to identify the printer.

In the literature on identifying source printer, banding has been the most discussed
intrinsic characteristic. Banding refers to the light and dark lines in a perpendicular
direction to where the paper is moved inside the printer [12]. In most cases, different
models of printers have unique banding frequencies and can be characterized by these
bands. Identifying such banding artifacts has been the common focus of researchers in
the literature. As a function of type of documents or images, techniques for identifying
the printer are broadly categorized into two subsection, colored-documents and textual-
documents (binary or gray scale) as discussed in Section2.1 and 2.2.

5
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Figure 2.1: ‘Laser printer printing process: (a): Charging (b): Exposure (c): Development
(d): Transfer (e): Fusing (f): Cleaning’.[13]

2.1 Colored Documents

Colored printed documents typically comprise of images (in addition to textual
content). Intrinsic signatures in printing process like commotion (noise) and geometric dis-
tortions or, insights inferred from the transformed scanned pictures are typically exploited
to characterize the printer.

• Geometric-distortion Analysis: Among notable contributions exploiting geometri-
cal distortions, Mao et al. [3] proposed a technique which relies on generating the
geometric-distortion signature of electro-photographic printers. The signature of
questioned document is compared with those in the reference base to identify the
printer. They consider clustering printed images that are originated from the same
printer model and type with different gray levels from each printer. Authors carried
out experimental study of the proposed technique on a dataset of six printers and
reported promising identification rates.

Wu et al. [57] proposed a method for detection of half-tone dots arrangements on
paper to examine images (for forgery) and identify the source printer. Forgery
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detection and printer identification performance were tested separately. The position
of halftone dot is estimated by constructing a Gaussian Model and then calculate
the correlation coefficient between that model and halftone dot. They established
a printer model that is based on hexagon structure and it contains 6 radiuses and 6
angles. This printer model is thus used to identify printer and detect forgery. The
performance is evaluated on dataset that contains 5 printers of which 4 printers have
HP label and 1 is of Canon Printer. Each printer prints 10 images and then these
images are scanned by ‘Epson Perfection 1200’ at resolution of 600dpi. To identify
printer, Euclidean distance is used to calculate the correlation between printer known
and unknown model. For Forgery detection they used K-mean clustering that
distinguish the forged part from the original scanned image. The technique realized
an overall accuracy of 87.92% for printer identification and forgery detection.

• Noise Analysis: Choi et al. [4] studied printed colored images that are in RGB
scale and then converted into CYMK scale. These images are then decomposed
into 4 bands by using 2-D discrete wavelet transform (DWT) out of these 4 bands
statistical features are only computed from high frequency band. Authors extracted
39 features from each image. ‘Support Vector Machine’ (SVM) were used as a
classifier and the technique was evaluated on a database of images printed using
four different colored printers with 99 pages per printer. Authors classify the brand
of color-laser printer, color toner, and model of color laser printer and achieved
accuracy 97.89%, 92.28%, and 80.24%, respectively.

Hae & Jung [28] incorporated 60 noise features based on ‘Wiener filters’ and ‘gray
level co-occurrence matrices’ extracted in the CMY color space. The images are in
RGB space and they were converted into CMY color space. Using Wiener filter
removes unnecessary noise from the images and authors found that noise removed
version is much smoother than original images. Noise feature were extracted by
calculating the difference between CMY-image and ‘wiener filtered’ image. To
extract resultant feature of size 60, GLCM was used to compute 5 statistical features,
3 color channels at 4 directions. The statistical features were also computed by
using weiner filter. These extracted features are then fed to SVM classifier. To
support multi-class classification problem, authors used radial basis function as their
kernel function. The employed techniques, used 7 color printers of different models
and total of 2597 images used in experiment. To evaluate the performance of their
proposed methodology, two tests were applied i.e. ‘brand identification test’ and
‘model identification test’ and concluded that they achieved overall best performance
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in comparison with previous studies discussed in literature.

In another study, Wang et al. [49] explored the relationship between scanned colored
images and colored laser printers. Authors used scanned color images for feature
extraction process and then train SVM classifier on those features. Statistical analysis
based features are extracted using discrete wavelet transform. Authors applied several
statistical techniques to extract features from DWT sub-band. Total 45 statistical
features are extracted such as skewness, kurtosis, covariance, and standard deviation.
Best features were selected on the basis of accuracy rate. Total features and best
selected feature both were divided into training and testing part. Authors performed
comparative analysis on 10 models of color laser printer of 6 different brand and
carried out classification using SVM realizing an accuracy of 92.4%. Van et al.
[55] worked on detecting the color laser printer using machine identification codes
(CPS). CPS dots are also called yellow dots that are printed on document. Manual
binarization method was also used to extract cps dot because other methods have
some anomalies. The following binarization method was:

h(x,y) =



0 if min(hR(x,y),hG(x,y))−hB(x,y)< T1

and hR(x,y)T2

and hG(x,y)T2

255 else

After extracting these yellow dots, author used separating distance method for
extracting horizontal and vertical pattern. For CPS comparison an accuracy of 91.3%
is achieved.

• Textural & Transformed-Image Statistical Analysis: Lee et al. [39] investigated
the distinguishing properties of printers based on halftone textures. Authors
employed textual regions in the image and computed the CMYK histograms to
characterize the printer. For calculating the histogram, transforming RGB to the
CMYK color space that helps to enhance the halftone texture. Each channel of
‘CMYK’ is organized with set of dots or lines. ‘Hough transform’ is used to extract
lines, which are described by angle and distance. The binarization was performed
at each channel to apply transformation and then merging all channels of CMYK
domain to get the histogram. Separately, authors extracted the reference pattern
using histogram of RGB image and then compute correlation between reference
pattern and histogram. Experiment are performed on 9,000 images of 9-printers.
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Figure 2.2: Methodology of Source printer Identification [39]



Literature Review 10

The study concluded that most of the classification errors resulted due to documents
printed from different models of the same brand.

In another similar study [25], authors extracted the pattern of variation of
illumination in printed images. halftone texture features were extracted using
discrete Fourier Transform (DFT). CMYK color space is used to extract features
such as the printing angle features, the printing resolution features, and statistical
features. Features capturing the illumination variation were fed to an SVM to
learn to discriminate between different printers. The technique reported better
classification rates as compared to those reported in [39]. Cruz et al. [7] proposed
classification-based-approach for document forgery detection. Authors used
‘Uniform Local Binary Patterns’ (LBP) to capture discriminant texture-feature
and descriptor for contextual information. Different pre-processing methods were
applied on the images for removal of noise for textural analysis. The patches of
images were extracted around each connected component to cover the discontinuities
and then compute ‘LBP descriptors’ on each patch. ‘LBP’ is also used to extract
contextual-information from neighbor patches to extract the descriptor. All patches
are classified as a forge and non-forge classes. Suitable results are reported using
SVM classifier on 7 color laser printers.

Figure 2.3: Proposed architecture of identification of color laser printer [25]
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A summary of printer identification techniques from colored documents is presented
in Table 2.1.

Table 2.1: Overview of Printer Identification Techniques on Colored Documents

Type Study Techniques Dataset Year Accuracy

Geometric
Distortions

Bulan et al. [3] Geometric distortion sig-
nature, Correlation of im-
ages and printer signa-
tures

Corpus of EP
printers

2009 -

Shang et al.
[57]

Half-tone dots ar-
rangements, Euclidean
distance, k-means

2 Brands (HP,
Canon), 5 Models

2015 87.92%

Noise
Analysis

Choi et al. [4] Noise features, DWT,
SVM

9 models of
4 brands, Xe-
rox, Konica,
HP, Canon (99
images)

2009 97.89%,
97.3%,
92.28%,
and 80.24%

Lee et at. [28] Wiener filters, Noise fea-
tures, GLCM features

9 models of
4 brands, Xe-
rox, Konica,
HP, Canon (99
images)

2010 98.9%, 98.9%
98.4%, and
96.5%

Tsai et al.[49] DWT with SVM (45 fea-
tures)

10 models of col-
ored laser printers
from 6 brands

2011 92.4%

Van et al. [55] Machine learn dot(CSP
Dots)

10 models of col-
ored laser printers
from 6 brands

2013 91.3%, 93%

Transformed
Texture
Images

Ryu et al. [39] CMYK histograms 9 printers of 4
brands (‘HP’,
‘Canon’, ‘Konica’,
‘Xerox’)

2010 High errors on
printers from
same brand

Kim et al.[25] Half-tone features with
SVM

2014

Cruz et al. [7] Uniform Local Binary
Patterns (LBP), descrip-
tor for contextual infor-
mation and SVM classi-
fier

7 laser printer 2017 suitable accu-
racy achieved

2.2 Textual Documents

Most of the existing work on identification of printers from textual documents relies
on noise or geometric-distortion or textual features extracted from the printed text. Notable
techniques are discussed in the following while an overview of the presented techniques is
summarized in Table 2.2.
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• Geometric-distortion and noise Analysis: Gupta et al. [21] explored the distor-
tions produced during printing process to identify the source and reported high
accuracy (99%) on a small dataset of 13 printers. Ferreira et al. [12] presented
the first solution based on deep learning to identify source printer. Authors used
characters to extract the features using multiple representations of characters.
Character are extracted using template matching technique. A separate CNN was
trained on each representation of characters to extract the three feature vectors
(raw-image, median-residual and average-residual filtered image) which were
concatenated together. Scores of different characters were combined using majority
voting to arrive at final decision. Authors demonstrated the superiority of machine
learned features over traditional textural features in characterizing the printer in a
text-dependent mode. Experiments are performed on different characters and discuss
the strength of characters. Highest accuracy achieved with character ‘e’ that is 98.3%.

Hao et al. [18] proposed features based on geometric distortions to characterize a
printer. Some pre-processing methods are used to extract the distortion and noise.
The images are saved in gray scale after scanning the document page and apply
thresholding technique to get a binarize image. Text lines in printed-document-page
are not parallel because of distortion. Hence, authors extract features including
geometric distortion measure of PTLS (‘Page Text Line Slope’) and PTLI
(‘Sequence and Page Text Line Interval’) that describe the distortion horizontally
and vertically. Authors proposed matching-euclidean distance for measuring the
similarity of features which have different length. Reference document is not needed
for this technique and performs well when document has partial text. Authors
reported high accuracies in terms of printer identification rates on 10 printers from 8
models of 3 brands.

Shafait & Elkasrawi [9] investigated forgery detection using the analysis of low-high
resolution of scanned documents. Author used text-independent text with extracting
the noise from text-line and classify the source printer. They extracted features
from text lines so, text-line were segmented with the help of Tesseract. The clean
images are extracted by applying the Otsu thresholding method, the thresholding is
used as a mask to binarized the image. They extracted noise-image by subtracted
the clean-image and original-image. Authors exploited the distinct noise-image
produced by different printers to characterize the printer model. Different features
are extracted from noise image such as mean, standard deviation, skewness, total 15
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features are used to trained SVM and experiments carried out on a database of 20
printers reported an accuracy of 76.7%.

Shang et al. [40] used scanned document for identifying the source printer.
Characters of document are segmented by using the thresholding and extracted
the information of text-region, background-region, and edge-region separately.
Text and edge-region information is used to extract the noise-energy, contour
roughness, and average-gradient from scanned-image. ‘Average-gradient’ is used to
distinguish inkjet and laser printers. This method also detects tampered-documents
produced by a mixture of sources. Authors used SVM for classification of characters.
They used majority voting technique to classify the scanned-image based on the
individual character and achieved 90% accuracy. Experimental dataset contains
ten-laser-printers, six-inkjet-printers, and nine-electrostatic-copiers, each printer
contain 10 pages consisting of English words and letters. The documents were
scanned with most commonly used range of resolutions ranging from ‘300 to 1,200
dpi’.

Gebhardt et al. [16] presented a system that used unsupervised anomaly detection
to detect documents and the difference in edge-roughness technique to distinguish
laser-printed-pages from inkjet-printed-pages. Authors extracted connected
components in pre-processing step using image binarization with the Otsu
thresholding method. Edge detection and value extraction process repeated for each
extracted object. For further processing, OCR is used to extract characters from
document images. No prior training is used for this method and evaluation is carried
out using outlier rank score on a dataset (7 inkjet and 13 laser printer and docu-
ment domain invoices, scientific papers, contracts) that contains 1200 documents.
They achieved best outlier rank score with comparison to the ‘state of the art’ method.

Bertrand et al. [2] present forgery detection method at character level using intrinsic
method that is based on shape of character and irregularity in document. They prefer
two techniques copy-paste and imitation forgery to create a fraudster document. They
describe the technique for forged character based on character outlier, similarity
and dissimilarity. For Detecting the forged character, firstly they extracted character
using OCR and detected the imitate or copy-paste character using shape comparison
and distance measure. Different imprecision occurs at character level in case of
imitation or copy-paste forgery. Firstly, they detected similar character and find
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out the forged ones. For detection of forged character, they used imprecision in
documents such as orientation, size, alignment of lines. Authors combine these
measures as vector for each character and apply mahalanobis distance for calculating
dissimilarity. Threshold is applied on distance results to classify the character as a
genuine or forged. Author used comparative analysis method and reported 77% recall
and 82% precision on custom dataset that contains synthetic images of fraudulent
documents.

• Textural Analysis: Joshi and khanna [22] employed texture-based features with a
single classifier for printer identification on printed letters. Characters were extracted
using connected-component labelling followed by morphological-operations and
it substituted the need of an OCR. Each printed letter is subdivided into two
regions i.e. flat region and edge region. Before extracting features each image is
preprocessed that involves cropping of image margins for removing the dominating
effect of noise presents at the border of the page. Textural features were extracted
from characters based on local ternary patterns, combination with Gabor filter
using gabor filter bank having 3 scales and 2 orientations of 0°and 90°. The
filter size was fixed at 10x10 before training and the extracted feature vectors are
pooled into a one average vector and resulted vector is used for training the SVM
classifier. Technique was evaluated on two datasets, one is publicly available English
documents having documents from 10 printers in single font and second is German
language dataset with 400 dpi pre-processed scanned documents. Authors prepared
a dataset that contains 720 documents from 18 printers at two scanned resolutions i.e.
600dpi and 300dpi. A comparison analysis is performed with the ‘state-of-the-art’
methods. The highest mean accuracy reported 97.68% using 5x2 validation
set. They also reported results on printed pages that were printed with Arial,
Cambria, Times New Roman, Comic Sans fonts at two different scanning resolutions.

In another work, Tsai et al. [47] used scanned document with setting of 8-bit and
scanning resolution of 300 dpi. Authors used one specific character (‘シ’) for
feature extraction because this character contains moderate information. They
captured the textural information in a document using a set of features based on
DWT, GLCMs, Wiener-filters and Gabor-filters. They collected different features of
size 34 to 209 and applied feature-selection technique to reduce the dimensionality
of feature-vector. Classification was carried out using SVM. Different combinations
of features were investigated to identify printer source from a set of printed Japanese
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characters.

In a later study [54], they used documents which contain text and images that are
scanned with ‘8 bits/pixel and 300 dpi’ resolution. Authors implemented statistical
features such as ‘Spatial filters, Wiener filter, Gabor filter, Haralick, fractal filters,
Gray Level Co-occurrence Matrix (GLCM), and Discrete Wavelet Transform
(DWT)’ for printer identification. They extracted the effective features by applying
five feature selection methods and achieved average accuracy of 97.68% with SVM.
Experiments are performed on 10 sets of images randomly generated by 12 printers
in which 500 and 300 images are used for training and testing respectively. They
used different dimension of feature for experiments and selected 165 as effective
feature dimension after analysis.

In another study, Tsai et al. [52] used texture feature, spatial features and fractal
features for identifying the printer based on microscopic images. Different
characters from English ‘e’,Urdu , German ‘シ’, and Chinese‘永’ are used to
analyze the identification rate of source printer. Authors explored both textual and
image analysis techniques and also used different microscopes such as ‘Olympus
CX 41’, ‘BX 51 M’ and USB microscope. They achieved average accuracy of
95.29% on BX 51 M microscope and overall 99.89% accuracy was achieved on
character ‘e’ and ‘永’. Likewise, Ferreira et al. [13] proposes a new solution that is
not based on simple textural measures rather they investigated the ‘multi-directional
glcm’ (GLCM_MD) and ‘multi-directional and multi-scale’ matrices using Glcm
(GLCM_MDMS). Their proposed methodology is based on three possible solutions
that aimed in identifying printer source and explores intrinsic signatures. Firstly,
authors used two descriptors that are implemented on text letters. Secondly,
convolution Texture Gradient Filter (CTGF) is used to filter parts(inner and outer)
of letter and figures that are being printed, also extracts the low-gradient feature
that are created at the time of making to create visual effects not identified by
human-eye. Afterwards, they recognize the document source from where it is
printed and identified its availability, unavailability and other problems even if any
part of document is presented. If the document is available fusion strategies are
implemented. The proposed solution is implemented on Wikipedia dataset having
1184 images in TIFF format and contains different sizes of letters, fonts and images.
They used SVM classifier and reported an overall accuracy of 99.4%.
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Figure 2.4: Convolution Neural Network Architecture for printer identification based on
text and image [53]

In 2018, Tsai et al. [53] proposed a deep learning-based solution and compare
results with hand-crafted features. They used hand-crafted feature as discussed
in [54] with additionally SFTA feature and after that used decision-fusion model
to extract best feature for classification. They used 4-layer architecture of CNN
for printer identification. The proposed deep learning architecture is illustrated in
Figure 2.4. Authors applied these approaches on scanned images and compare text
document and images results. They used two types of architecture, using 7 Layers
of CNN, they achieved 98.41% on text and 99.93% on natural-image using scanned
documents and using 13-layer architecture, they achieved 97.37% on text and 97.7%
on image using microscopic images.

The above discussion is summarized in Table 2.2.

Table 2.2: Overview of Printer Identification Techniques on Text Documents

Type Study Techniques Char/Text level Dataset Year Accuracy

Distortions &
Noise Analysis

Jain et al.
[21]

Distortions in printed charac-
ters with SVM classifier

Text-line 25-page dataset 2017 99%

Ferreira et
al. [12]

Multiple representation of
characters, CNN, Early fusion
and late fusion

Char-level 10-printer
dataset

2017 -



2.2 Textual Documents 17

Hao et al.
[18]

Page Text Line Slope, Se-
quence and Page Text Line In-
terval, Page geometric distor-
tions in horizontal and vertical
directions

Text-line 30-page dataset 2015 94%

Elkasrawi
et al. [9]

Noise produced by printers
with SVM

Text-line 20-printer
dataset

2013 76.7% for
hole doc,
93.57% on
inkjet-printer

Gebhardt
et al. [16]

unsupervised anomaly detec-
tion using edge roughness
technique, Connected compo-
nent and OCR for character
extraction

Char-level 20-printer
dataset, 7
inkjets and 13
lasers

2014 Best outlier
rank score
achieved

Shang et
al. [40]

AWGN energy, Impulsive
noise energy, Contour rough-
ness, and Average gradient
with SVM classifier

Char-level Laser ink jet
copier printer

2014 90%

Bertrand
et al [2]

Mahalanobis distance for cal-
culating dissimilarity, intrin-
sic method that is based on
shape of character and irregu-
larity

Char-level Synthetic
images Dataset

2013 77% recall and
82% precision

Texture Analysis

Joshi et al.
[22]

Variants of LBPs with Gabor-
filters

Char-level Public dataset
& 18-printer
dataset

2017 97% and 99%

Tsai et al.
[53]

Convolution neural network,
Spatial-filters, Wiener-
filter, Gabor-filter, Haralick,
fractal-filters, Gray-Level-
Co-occurrence Matrix
(GLCM), and Discrete-
Wavelet-Transform (DWT)
and SVM classifier

Char-level 12-printer
Dataset

2018 text 98.72%,
image 99.95%
using SVM
and text
97.7%, image
99.95% using
CNN (10
layer)

Tsai et al.
[51]

LBP, GLCM, DWT, Wiener
filters, Gabor filters, Harlick
and SFTA features with SVM

Char-level Multiple
datasets

2017 99%

Tsai et al.
[47]

DWT, GLCM, Wiener filters
and Gabor filters with SVM

Char level Japanese
dataset

2015 94%

Ferreira et
al. [13]

Low-level gradient textures,
multi-scale and multi di-
rectional texture features,
GLCM; SVM with majority
voting

Char-level Public-dataset 2015 98% on frag-
ments, 97% on
characters and
92% on docu-
ments

Tsai et al.
[54]

Spatial-filters, Wiener-
filter, Gabor-filter, Haralick,
fractal-filters, Gray-Level-
Co-occurrence-Matrix
(GLCM), and Discrete-
Wavelet-Transform (DWT)
and SVM classifier

Char-level 12-printer
Dataset

2017 97.68% on
text, 99.67%
on images
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Tsai et al.
[52]

SFTA feature, Spatial-filters,
Wiener-filter, Gabor-filter,
Haralick, fractal-filters, Gray-
Level-Co-occurrence-Matrix
(GLCM), and Discrete-
Wavelet-Transform (DWT)
and SVM classifier

Char-level 12-printer
Dataset

2018 99.89% ac-
curacy on
character ‘e’
and ‘永’

Tsai et al.
[50]

CNN with different layers,
SFTA feature, Spatial-filters,
Wiener-filter, Gabor-filter,
Haralick, fractal-filters, Gray-
Level-Co-occurrence-Matrix
(GLCM), and Discrete-
Wavelet-Transform (DWT)
and SVM classifier

Char-level 12-printer
Dataset

2019 Text 99.96%,
Image 99.98%
using hand-
crafted and
Text 99.93%
Image 97.7%
using CNN

2.3 Summary

It can be noted from literature that there are several text-dependent solutions, some
authors used one or two characters, and some tried combinations of frequent characters (i.e.
character ‘a’, ‘e’) in [47, 12, 18]). In literature, researcher working on characters and
text-line extraction, from the analysis of these work, we conclude that characters perform
well on printer identification problem with comparison of text-line because in this problem
we required fine information of printing that are best extracted from character level in
text-dependent mode. Basically, text-dependent approaches contain same textual content
in training and testing while text-independent approaches contain different textual content
in training and testing. A limited literature is available on text-independent approach and
the authors reported state-of-the-art results.
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Methodology

In this chapter, we discussed about our proposed approach in which we discuss text-
dependent and independent approaches that we used. We have chosen to use a hand-crafted
as well as machine-learned features for source printer identification problem. A set of
contextual information is extracted and is used to train the classification model. The classi-
fication module relies on characterizing the printers using convolution neural networks and
texture features. A number of pre-trained models are used in our study as feature extractors.

Since we target on classification and not on the detection of textual content. Our
proposed methodology is based on three levels i.e page-level, patch-level and character-
level. At patch-level, we constructed patches of fixed size from full page-image (Figure
3.2) and at character level, we extract characters using OCR (Figure 3.3). The extracted
patches and characters are then used to extract features which are used for system training
and evaluation. An overview of the steps involved is presented in Figure 3.11 and 3.10. In
the following, we first present the details of the datasets followed by the data preparation,
feature extraction and classification.

3.1 Dataset

For evaluation of printer identification techniques, a number of datasets have been
developed an overview of these datasets is discussed in Table 3.1. Few of these are private
while others have been made publicly available. In our experimental study, we have
employed the database presented in [9]. The dataset comprises 1200 documents from 20

19
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Figure 3.1: Scanned Document of Original Dataset

Figure 3.2: Patches Datasets Extracted from Original Scanned Documents

Figure 3.3: Different Character Datasets Extracted from Original Scanned Documents
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Table 3.1: An overview of printer identification datasets

Dataset No. of
printers

Language No. of Docs Type Content

Laser
inkjet
copier
dataset
[40]

10 lasers
printers,
6 inkjets
& 9
copiers

English 10 pages per device Private Different
characters
in the pages

Multiple
languages
[51]

12 lasers
printers
(Most
were HP)

English,
Arabic,
Japanese
& Chi-
nese

500 microscopic im-
ages per device for
training and 300 for
test

Private Analysis of
different let-
ters

Japanese
dataset
[47]

12 lasers
printers
(Most
printers
are HP)

Japanese 500 microscopic im-
ages per device for
training and 300 for
test

Private Analysis
of different
Japanese
letters

Public
dataset
[12]

10 lasers
printers

English Around 120
Wikipedia docs
per printer

Public They used
letter ‘e’
, fragments
from doc-
uments &
whole doc

German
dataset
[9]

Laser &
inkjets
printer

German 13 laser and 7 inkjet
printers with 400
pages

Private German
Business
letters

different printers. Out of these, 13 are laser printers and 7 are inkjet printers. The images
are scanned in grayscale and contain images, tables and text (text-independent mode). The
employed dataset images are shown in Figure 3.1 and detail of each printer in illustrated in
Table 3.2.

3.2 Data Preparation

Our Dataset contain full pages that are not directly used for training process, as we
employed different pre-trained models and these models have pre-define input image size
that why, we construct patches and characters. Features are extracted from patches and
characters for training. The following sections present the detail of extraction.

3.2.1 Patches Extraction

Identifying information explicitly is a difficult task in printed documents. To highlight
the information more prominently we construct patches of size 300x512 from scanned
printed document images [29]. These images are illustrated in Figure 3.4. Some patches
contain portions of text, lines, numbers, tables and some contain data at the border



Methodology 22

Table 3.2: Dataset Used for Experimental Evaluation

ID Brand Model Documents

01 Ink-jet Officejet-5610 60
02 Laser Samsung-CLP-500 60
03 Laser Ricoh-Aficio-MPC2550 60
04 Laser HP-LaserJet-4050 59
05 Laser OKI-C5600 60
06 Laser HP-LaserJet-2200dtn 60
08 Laser Ricoh-Afico-Mp6001 60
11 Ink-jet Epson-Stylus-Dx-7400 59
13 Ink-jet unknown 59
19 Laser HP-Color-LaserJet-4650dn 60
20 Laser Nashuatec-DSC-38-Aficio 60
21 Laser Canon-LBP7750-cdb 60
22 Ink-jet Canon-MX850 60
23 Ink-jet Canon-MP630 60
24 Laser Canon-iR-C2620 60
26 Ink-jet Canon-MP64D 60
31 Laser Hp-Laserjet-4350-o.4250 60
32 Ink-jet unknown 59
49 Laser Hp-Laserjet-5 60
50 Laser Epson-Aculaser-C1100 60

Table 3.3: Multiple combination of character dataset

Dataset Character Image Total Samples Each printer sample Size Dimension

Dae a and e 166,672 2845 106MB

di
ff

er
en

td
im

en
si

on
s

Dde d and e 188,192 2886 121MB
Deu e and u 171,772 2851 107.3MB
Dabe a, b, and e 229,024 3041 147.2MB
Dade a, d, and e 243,598 3150 146.2MB
Daeu a, e, and u 211,199 2911 132.5MB
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Table 3.4: Multiple character dataset Used for Experimental Evaluation

Dataset Character Image Total Samples Each printer sample Size Dimension

Da char-a 39,427 994 25.20MB

A
ll

im
ag

es
ar

e
in

di
ff

er
en

td
im

en
si

on
s

Db char-b 62,352 2605 41.40MB
Dc char-c 14,887 827 7.90MB
Dd char-d 60,947 2985 39.40MB
De char-e 127,245 1851 81.60MB
D f char-f 60,032 1056 38.65MB
Dg char-g 40,910 940 26.60MB
Dh char-h 60,932 1103 39.30MB
Di char-i 18,661 765 13.10MB
D j char-j 15,675 750 12.00MB
Dk char-k 42,614 1971 27.20MB
Dl char-l 70,900 2506 43.60MB
Dm char-m 62,645 2270 40.30MB
Dn char-n 55,845 2089 68.10MB
Do char-o 13,909 584 7.11MB
Dp char-p 14,280 604 8.10MB
Dq char-q 2,581 50 1.95MB
Dr char-r 89,401 3065 39.10MB
Ds char-s 35,879 1506 45.80MB
Dt char-t 13,270 545 57.90MB
Du char-u 44,527 1754 25.70MB
Dv char-v 20,436 854 15.50MB
Dw char-w 42,907 1806 31.40MB
Dx char-x 7,310 225 4.93MB
Dy char-y 9,499 298 6.31MB
Dz char-z 10,825 303 6.59MB

Dpatch patches 28,855 1866 1.23GB 300 X512

D f ull full-page 1200 60 2.21GB 3312 X4677
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Figure 3.4: Patches Dataset Extracted from Original Scanned Documents (a) Text (b) Text
on boarder (c) Light text and logo (d) Table and text

of patches. These images contain enough information to characterize the document
source printer. we analyze these patches by two different techniques hand-crafted feature
extraction technique and machine-learned features. we have taken input of full page
image and constructed patches of size 300x512 in a way that it divides the page equally
in horizontal direction. The illustration is presented in Figure 3.5. The highlighted part
shows that the extracted patches are in horizontal direction.

Figure 3.5: Patches extracted from full page image

3.2.2 Character Extraction

In addition to printed text, the documents that we consider, contain plenty of
equations, graphs, drawings, logos and tables etc. Choosing an appropriate input data is
very important to solve a printer identification problem. Selected input should contain
enough information to characterize the different printers. Since, we characterize the
document by printed text and not by other objects (e.g. graphics).

By motivated from state-of-the-art methods in document analysis, using characters
analysis yield into promising results, that’s why we also decided to validate our proposed
approach through character analysis [13]. The printed document allows an automatic
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Figure 3.6: Character-extraction pipeline. Extract character of scanned document by using
OCR. The set D is containing character ‘e’.

Figure 3.7: ‘Image patch samples in 40 × 40 pixel size. The printer brand and models are
(a) Ricoh Aficio MPC2550, (b) HP LaserJet 4050, (c) HP LaserJet 2200dtn, (d) Ricoh

Afico Mp6001, (e) Epson Stylus Dx 7400’
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Figure 3.8: Multiple Input character representation with different font and sizes

Figure 3.9: Character ’a’ printed by different printers
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segmentation of text (e.g. characters) areas. We therefore carry out a segmentation of text
by cropping a part of image containing characters using Object Character Recognition
(OCR)[43]. OCR is the main extractor for this, we choose specific character and as the
result of this process, we get characters in different font and different sizes. Character-
extraction process is shown in Figure 3.6. OCR takes reference character and confidence
value as input and extract characters accordingly. Most of extracted characters are same
as reference letter characteristics but vary in different styles and sizes that are illustrated
in Figure 3.8. Segmented characters printed by different printers as discussed in Figure 3.7.

To validate the performance of our proposed method, we also extracted all
characters(a-z) and create separate dataset for each of them. The details of each character
dataset is summarized in Table 3.4. To evaluate the text-dependent and text-independent
approach we combine different characters.The different combinations of character datasets
are Dae, Dde, Deu, Dabe, Dade and Daeu. The details of these combination datasets are
reported in Table 3.3

In our study, two approaches have been employed for document forgery detection
using source printer identification i.e. text-dependent and independent approach. The
detailed analysis is discussed in next sections.

3.3 Text-dependent Approach

In Text-dependent mode, the entities which are compared need to have same textual
content for e.g. features extracted from particular character like ’a’ are compared with the
feature extracted from the same character. Text-dependent approach is illustrated in Figure
3.10. Features extraction is done at character-level in text-dependent approach, it contains
same textual content in training and testing (e.g. character ’e’ is present in both training
and testing).
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Figure 3.10: Flow of Identification of Source Printer Using Deep-learning Feature
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3.4 Text-Independent Approach

For text-dependent approach the same textual content is necessary in training and
testing and this is a hard constraint which is difficult to meet in practical situation Therefore,
from the view point in real-world applications text-independent approaches are more
practical where the two images too be compared can contains different textual content.
Text-independent approach is illustrated in Figure 3.11. It presents that patch level
is text-independent approach because the training and testing contains different textual
content and features are extracted through both hand-crafted and machine-learned feature
techniques. The classification is based on these feature extraction techniques and predict
the source printer label after applying majority voting.

Figure 3.11: Flow of Identification of Source Printer Using Texture Feature

3.5 Feature Extraction and Classification

In this study, we performed classification by using hand-crafted feature techniques as
well as machine learned feature techniques. For this the framework involves extracting
features from each individual (character/patch/page) and train a classifier to classify printer
of the scanned document. Sec 3.5.1 and Sec 3.5.2 summarizes some of the hand-crafted
techniques and convolution neural network known as CNN (machine learned technique)
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as well as the layers which we used in our experiments. In our proposed approach, we
have used pre-trained models of deep learning feeding them the training images to extract
n-dimensional feature vectors and the same process is then repeated for testing images.
More specifically, we used pre-trained network as a feature extractor. The network itself
learns to discriminate the printers by learning the appropriate characteristics from the input
images. We trained the network, by using stochastic gradient descent having 0.001 as a
learning rate and a fixed batch size of 32 images. In the following, we first present the
details of the hand-crafted techniques followed by the machine-learned techniques.

3.5.1 Feature Extraction Using Handcrafted Techniques

It is obvious from literature survey, that mostly authors employed texture- based
techniques for the detection of forgery using source printer identification [48, 33]. In a
number of studies [30, 14, 24] Local Binary Patterns (LBPs) [20] and its variants have
been employed to extract features globally for characterizing the source printer. In this
study, we propose to investigate some of the popular texture features. Dimensionality of
texture features are illustrated in Table 3.5. We briefly explain these techniques in the next
paragraph.

Table 3.5: Summary of Features Employed

Feature Description Dimensionality
f1 GLCM Features 16
f2 HOG Features 216/756
f3 U-LBP Features 59
f4 LBP Features 256

• Local Binary Pattern (uniform and non uniform)

Local Binary Pattern (LBPs) is considered as the most employed texture feature. It
extracts various texture representation from the given input image. The intensity
value of each pixel is computed by comparing it with the intensity values of its
neighborhood. Fixing the neighborhood size, two values (0 and 1) are assigned to
each pixel. The intensities smaller to reference pixel assigned“0” value otherwise
it is assigned “1” value. A resultant binary string is generated followed by an
LBP code for the referenced pixel. The normalized histogram is computed using
these codes and then used as a texture descriptor.

Uniform LBP [36, 37] is the common variant of LBP. Uniform LBP distinguished
between all the uniform and non-uniform patterns. The uniforms patterns are
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Figure 3.12: Different LBPs Operator (‘P’ is neighboring pixel and ‘R’ is the radius)

computed separately, a fixed threshold is used and the transitions between 0
and 1 which are less than this threshold termed as uniform patterns and thus,
other patterns termed as non-uniform patterns. In our study, the feature vector
dimensionality is 256 by computing the histogram of gray scale image for
LBP. Inspired from [31], for uniform LBP, the size of feature vector is 59 that is
computed, using cell size 3x3 with pixel value is equal to 8 and radius is set to value 1.

Figure 3.13: Example of Local Binary Pattern

• Gray-level Co-occurrence Matrix

Gray-level Co-occurrence Matrices (GLCMs) is used for a statistical textural
analysis. GLCMs has been employed in numerous studies. Given an input image,
glcm computes the co-occurrence frequency of neighboring pixels in four directions
(i.e. 0°, 45°, 90°and 135°) with a one pixel displacement. The matrix size is
dependent on the intensity levels existing in an image i.e. 0 and 1. ‘Contrast’,
‘Entropy’, ‘Homogeneity’ and ‘Correlation’ are the known statistics computed
by glcm. These statistics then employed as a feature later. For each input image
a 16-dimensional feature vector is then generated. A summary of GLCM based
features implemented in our experiments is provided in a Table 3.6.
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Table 3.6: Summary of GLCM based features (‘P’ represents the matrix) [15]

SNo. Feature Computational Details
1. Contrast ∑

N−1
i, j=0 Pi, j(i− j)2

2. Correlation ∑
N−1
i, j=0 Pi, j

[
(i−µi)( j−µ j)

(
√

(σ2
i )(σ

2
j ))

]
3. Homogenity ∑

N−1
i, j=0

Pi, j

1+(i− j)2

4. Entropy ∑
N−1
i, j=0 Pi, j(− lnPi, j)

• Histogram of Oriented Gradients

Classifying source printer based on scanned documents is a difficult task, because
documents contain different type of data in the form of tables and graphics. To
accomplish this, a feature descriptor named Histogram of oriented gradients (HOG)
is used. HOG is also known as a dense feature extraction method. It means it
extract features from all the locations (area of interest) existing in an image. HOG
captures the object structures from the gradient information presented in an image.
It takes both formats of image i.e. RGB and gray scale. Higher magnitude values
are selected from each plane separately [8]. In our study, we used 64x64 cell size
for hog feature extractor. different cell sizes are illustrated in Figure 3.14.

Figure 3.14: Operators based on different cell sizes

We can also discriminate the features of one printer from another using different
textural- features. In our study, we have employed GLCM, LBP, Uniform LBP and HOG
so we performed a analysis based on these texture-features. The images from same printer
learns similar feature values while the image from different printer may have discriminating
feature values. The difference between two printers is illustrated in Figure 3.15, 3.17, 3.16
and 3.18. The features learned from two different printers are both visualized at character
and patch. This also discriminates the performance at character and patch level. We also
plot the feature vector on vowel characters to illustrate the effect of different characters
using texture features. The representation is shown in Figure 3.19.
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Figure 3.15: Representation of Gray Level Co-occurrence Matrix on character and patch

Figure 3.16: Representation of Uniform Local binary pattern feature on character and
patch

Figure 3.17: Representation of Local binary pattern feature on character and patch
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Figure 3.18: Representation of Histogram of Oriented Gradients on character and patch

Figure 3.19: Representation of Texture Feature on different characters
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3.5.2 Feature Extraction Using Machine-learned

In the recent years, hand-crafted techniques have been replaced by Convolution Neural
Networks (CNNs) also known as machine-learned techniques. We also employed CNN to
detect forgery using source printer attribution. In the following sections, an overview of
CNN is presented followed by the discussion about different models and their architectures.

3.5.3 Convolution Neural Networks

For the first time [27] in 1990, Convolution Neural Networks were presented. The
researchers did not pay much attention at that time because CNN needs large dataset as
well as high performance computing devices. As time passes, the availability of high-end
devices get increased like graphical processing units (GPUs) and large datasets like Image-
net [38]. In most of the classification problems, CNN outperformed the conventional
techniques. CNN include different layers, i.e. convolution, pooling, ReLU and fully
connected. Detail of the layers are discussed below:

Figure 3.20: Architecture of Convolution Neural Network

• Convolution Layer
Convolutional layers extracts feature from the given input samples. Each convolution
layer set the filters for extracting features. As the layer architecture increases the
complexity is also increased for e.g. The starting convolution layers learn low level
(edges, regular, different orientations and curves) features as it goes to deeper level,
the CNN started to learn domain specific features. CNN also have some hyper-
parameters. The basic ones are depth, zero padding and stride.

• Pooling Layer
Pooling layer, it is also known as Down Sampling layer. To overcome, the problem
of over-fitting this layer is used, and it also reduce number of parameters. It works at
each depth of layer. There are three different types of pooling; Max polling, Min
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poling and average polling. Mostly used operation on every filter is max polling.
The dimensionality of output is also reduced with keeping the important information,
where each filter consists of different feature.

• Relu Layer
Rectified Linear Unit (ReLU) layer is used after convolution layer. In deep learning
models this the most used activation function. The function uses f(x) = max(0, x)
for all input values it returns 0 for negative values and the positive values returns
back. As some linearity commonly occurs from conv layer this layer is used to
perform some non-linear operations means the images have different borders, colors,
intensities (non-linear features). Using this layer, the training becomes fast and
without disturbing the accuracy of model computation efficiency is also increased. It
also overcomes the issue of gradient problem that effects the network to be trained
slowly in the lowest layers because the gradient is decreased to certain level through
those layers. Without affecting any previous layer this layer increases non-linearity
to the model.

• Fully Connected Layer
The last layer of architecture is Fully connected layer (FC). This layer serves the
purpose of classifier. The features we get through from both conv and polling layers
are then passed to fc layer these features are work as an input. The working of fully
connected layer is like basic simple neural network. The neurons at this layer are
fully connected to previous layer neurons. The final layer consists neuron equal to
number of classes used to classify the problem

3.5.4 Pre-trained Neural Networks

CNNs have widely been adopted as the most useful feature extractor for images but
they have the same issues as all deep learning, i.e. a large amount of labelled training data,
time and memory resource for the required heavy computations. An effective method to
resolve these issues is to make use of pre-trained models instead of training a network
from scratch [17]. The pre-trained model can be modified to be used in the new domain
by making use of any one of the following strategies:

• Fine-tuning:
Fine-tuning [35, 41], is done by precisely adjusting the parameters and learning the
weights by using back-propagation that improves the performance of pre-trained
models on the problem under study. It is also possible to froze early layers of
networks as it learns generic features.
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• Feature Extraction:
Convolution neural network can be used as a powerful feature extractor. In feature
extraction process, fully connected layers of CNN’s are replaced by the new clas-
sifier and extracted features from pre-trained model are then fed to a classifier for
classification.

3.5.5 Different Architecture of Pre-trained Networks

Extraction of features from each class and to train a classifier is the basic framework
for a classification problem. In different researches, standard classifiers have been mostly
employed for classification task. In recent years, for feature extraction task the manual
techniques have been replaced by machine-learned techniques. Convolution layers are
made up of small sized kernels. These kernels help to extract high-level features which
are then fed to FC layers for classifying data properly. CNN performed training by using
stochastic gradient descent and back-propagation techniques. The mis-classification error
drives the weight updates of both convolutional and fully-connected layers. The basic
layers of a CNN are input-layer, convolution-layer, pooling-layer, rectified linear unit layer,
fully-connected-layer, and soft-max-layer. We also employ different CNN architectures in
our study that are discussed as follows:

• Alex-Net
AlexNet [26] is considered one of the revolutionary network which revived the deep
networks. Alexnet reported the lowest error on image-net dataset in 2012 ILSVRC
challenge. The architecture consists of 5 conv and 3 FC layers with 3 pooling
layers. The input layer has an image size of 227x227. Pre-trained models are able to
learn edges, lines in the early layers of architecture as it goes into deeper layer of
architecture it started learning the shapes which contains the information that is used
to classify the image properly. We used Alexnet’s first and last convolution layer to
visualize the features at both patch and character level. The illustration of features
on convolution layer is showing in 3.21 and 3.22.

• GoogleNet
‘Carvana Image Masking Challenge’ was held by ILSVRC in 2014.
Googlenet/Inceptionv1 [45] architecture is emerged as a winner of this challenge.
The architecture contains 57 convolution and RELU layers with 1 FC layer. 4 million
parameters have been learned by this architecture in comparison with Alexnet that
learns nearly 60 million parameters.
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• VGG-Net
The Visual Geometry Group at Oxford developed VGG-Net [42] nets. They in-
creased the depth of already employed architectures. They released two architectures
i.e. VGG-16 and VGG-19 where 16 and 19 refer to the number of (convolutional+
fully connected) layers. It takes RGB image as an input size of 224x224.

• Resnet101/Resnet50
Residual Neural Network also known as ResNet [19] is based on the concept of
‘Skip Connections’. The multiple parallel residual modules are presented in this
architecture. Every residual module can perform some functions on input or can
skip it. In the end, like a GoogleNet, to complete the network all the modules are
placed one over another. The architecture contains 177 layers in ResNet50 and 347
layers in Resnet101. The main advantage of ResNet is to add extra residual layers
and then trained them accordingly.

• Inception-v3
In 2012 ILSVRC challenge Inception-v3 [46] architecture was presented. The
network architecture takes an input image of size 299x299. It has 103 convolution,
94 RELU, and 1 fully connected (FC) layer. In Image-Net classification challenge
inception-v3 achieved error of 3.58%. The network is based on the concept of
Inception module. Inception module performs convolution on input with different
filter sizes and the outputs are concatenated and sent to next module. Number of
inception modules are stacked up to achieve better accuracy. It has several versions
that involves iterative improvement w.r.t previous version.

• Inceptionvresnet2
In 2015 ILSVRC challenge Inceptionvresnet2 [44] architecture was presented. The
network architecture takes an input image of size 299x299. It has 205 convolution,
204 RELU, and 1 fully connected (FC) layer. In ImageNet classification challenge
inceptionresnetv2 achieved error of 3.08%. The architecture is a combination of
inception network with residual connections.

A summary of different deep learning architectures that are employed in our study are
illustrated in Table 3.7.
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Figure 3.21: Visualization of features from First Convolution Layer of Alexnet at
characters ’a’, ’e’ and a patch

Figure 3.22: Visualization of features from last Convolution layer of Alexnet at characters
’a’, ’e’and a patch
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Table 3.7: Machine-learn networks

Networks Input size Conv layers Relu Layer FC layers layers

Alex-net [26] 227x227x3 5 7 3 25
VGG-16 [42] 224x224x3 13 15 3 47
VGG-19 [42] 224x224x3 16 18 3 47
Resnet-50 [19] 224x224x3 54 49 1 177
Resnet-101 [19] 224x224x3 104 101 1 347
Google-net [45] 224x224x3 57 57 1 144
Inceptionv3 [46] 299x299x3 103 94 1 316
inceptionresnetv2 [44] 299x299x3 205 204 1 164

3.5.6 Classification

More specifically, we used pre-trained network as a feature extractor that are pre-
sented above, we used them as feature extractors using characters and patch as already
discussed. The network itself learns to discriminate the printers by learning the appropriate
characteristics from the input images. We trained the network, by using stochastic gradient
descent having 0.001 as a learning rate and a fixed batch size of 32 images. Classification
is carried out using classifier When the models are used as feature extractors and we
employed SVM-classifier with Radial Basis Function (RBF) kernel.

Figure 3.23: Illustration of Support Vectors
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3.5.6.1 Support Vector Machine

‘Support vector machine’ (SVM) is a machine learning algorithm, It was proposed by
Cortes and Vapnik in 1995 [6]. Here, each element is plotted on an n-dimensional space
which represents the number of features. Classification is then performed by finding a
hyper plane that best separates the two classes. SVM performs well when there is a large
amount of training data, there are not many missing values, when the data is non-linear and
when the classes are balanced. SVM uses different kernel functions and different kernels
perform better on different types of problems. we employed Radial basis function (RBF)
kernel for classification.

3.6 Summary

This chapter introduced the dataset used in our study, the data preparation step that
used to extract different dataset at two levels; patch and character, the detail discussion on
texture features and pre-trained models. we used total 28 dataset for experiments, one is
original-dataset, one is patches-dataset and 26 character datasets. Detail of all dataset that
we employed in our study are presented in Table 3.3 and 3.4. Furthermore, explain the
pre-trained models that we employed for transfer learning. Different models are considered
for using as feature extraction followed by classification. In the next chapter we present
the details of the experiments and the realized results.



Chapter 4

Experiments and Results

In this chapter we discuss the results obtained from various experiments done
on hand-crafted features and machine-learned features. The results are categorized
into ’Text dependent solutions’, that mostly comprise of character-level datasets and
’Text independent solutions’, which contains page-level, patch-level and character-level
datasets. Both the solutions are evaluated with hand-crafted and machine learned feature
representations. Comparison of the techniques is done with the proposed model that is
build using Deep Convolution Neural Network.

The result comparison is also done on various representations of input data as well
as different models and feature representations. For this purpose, we used as input
individual characters and combination of some characters. The feature representations
used in this study are discussed in detail in chapter 3, and include Glcm-based method
from Mikkilineni et al. [32], which describes the signatures present in the banding with
22 statistics calculated per matrix. We refer to this approach in the experiments Glcm
(Using 16 statistical feature) method. Next we use ‘local binary patterns’ (LBP) [36] and
‘histogram of oriented gradients’ (HOG) [8]. We employed various combinations of Glcm,
Hog, U-LBP and LBP to assess their performance. All deep learning experiments were
performed using the methodology presented in Chapter 3 using the datasets (in sec 3.1).

42
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4.1 Performance Measure

Performance of proposed methodology in Section 3.3 is validated by computing the
accuracy of classifier on each dataset. Accuracies are calculated on the test set, whereas
the split between test and train data is fixed to a 30 to 70 ratio respectively. The sensitivity
of a classifier is measured using the ROC curve. The ROC curve calculates the ratio of
true positive to true negative rate to find how effective the classifier is. We used confusion
matrix to measure the direction and effect of deviations of our classifier as well.

4.2 Text-dependent Experiments

Text dependent approaches depend on using images of fixed size where each image is
centered on a character. In our study, selected images contain plain text, text from graphs
and text from tables. This content has different variations of font style and size and is
extracted using an OCR.

For text-dependent approach, the extracted features from characters are compared
with the features of same character in training and testing. At a character-level, we
extracted characters from dataset that are discussed in Sec 3.1. Since, vowels are
frequently used characters, we initially applied different texture features on only vowels
characters-datasets. Texture feature results on character dataset are presented in Table
4.1 and 4.2. An analysis of Table 4.1 suggests that any one feature technique does not
consistently perform better than others on all types of characters. Therefore, we moved on
to using combination of features as well, the results of which are depicted in Table 4.2.
Performance of combination of HOG and LBP is better than other texture features. The
detail of this techniques is discussed in section 3.3.

Next, we applied deep learning architectures and found that deep learning results are
better than texture results by a significant margin. For Deep learning, individual characters
are used to train a CNN models. Results of six different models are reported in Table
4.3. We used vowels characters dataset to report the performance of different pre-trained
models. Out of all employed models, Alexnet outperformed other models. For reporting
the performance of characters, we performed our analysis using vowels and from results, it
can be noted that character ’e’ achieved best accuracy from Alexnet model and that is
94.36%. Other employed models such as; Resnet50, VGG19, and Resnet101 achieved
93.3%, 93,8%, and 92,37% accuracy respectively. Reported results show that char ‘i’
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achieved lowest accuracy in comparison to other vowels characters.

Table 4.1: Proposed approach Results Using Texture Features I

Input Data LBP HOG U-LBP GLCM

char-a 54.2 54.55 53.44 39.45
char-e 50.38 56.21 43.56 41.33
char-i 50.92 65.55 43.48 50.39
char-o 43.56 10.91 40.71 34.26
char-u 64.71 73.72 58.76 54.99

Table 4.2: Proposed approach Results Using Texture Features II

Input Data GLCM+LBP HOG+LBP LBP+U-LBP
LBP+U-LBP

+HOG
LBP+U-LBP

+GLCM

char-a 55.83 66.96 56.33 58.01 57.51
char-e 52.37 66.29 54.91 56.16 55.31
char-i 52.87 70.94 54.31 60.86 55.79
char-o 44.71 55.57 43.46 47.52 44.88
char-u 66.25 80.16 67.44 69.37 68.37

Table 4.3: Proposed approach Results Using Deep Learning Architectures

Input Data Resnet50 VGG19 Resnet101 InceptionResnetv2 Alexnet Googlenet

char-a 88.90 92.12 87.32 84.37 83.50 83.32
char-e 93.30 93.80 92.37 90.49 94.36 87.62
char-i 73.66 76.88 71.18 68.34 81.68 60.04
char-o 76.70 79.22 74.78 72.61 82.65 70.39
char-u 87.30 89.62 86.58 84.30 90.00 79.11

As the performance of Alexnet was significantly better than other deep models and
hand-crafted representations on character level datasets, we use Alexnet model for further
analysis, starting off by training all characters (a-z all datasets) individually. The trained
Alexnet’s results are displayed in Figure 4.1 that shows results on all character. The
highest accuracy is achieved on character ‘e’ which is 94.36% and lowest on character ‘x’
is 76.3% because character ‘e’ frequently appear in documents and ‘x’ is not frequent.
After conducting experiments on single character, we used multiple character datasets
and performed classification by concatenating character features. Another analysis is
performed by using different printer datasets such as laser, inkjet and a full (both inkjet
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Figure 4.1: Performance of Individual Characters (a-z) Using Feature Extraction

Figure 4.2: Results of Deep learning Different Models on Characters ‘e’ Datasets

Table 4.4: Concatenated Feature Vector Results Using Alexnet

Dataset Character Feature Vector Accuracy

Dae a and e 8192 96.81
Dde d and e 8192 95.21
Deu e and u 8192 94.62
Dabe a, b, and e 12288 95.16
Dade a, d, and e 12288 98.06
Daeu a, e, and u 12288 97.62
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Figure 4.3: Results of Concatenation of Character feature on Different Datasets

and laser printer) datasets to perform classification by concatenating different character
features. It can be observed from Figure 4.3 that laser and inkjet printer achieves better
classification accuracy than combining both printer datasets. Results of this experiments is
shown in Table 4.4

4.3 Text-independent Experiments

Using text-independent approach we performed the analysis at page, patch and
character level. For text-independent approach, the extracted patches are used to learn
features that are able to identify printer label. The patch data used in training is compared
with a different patch in testing. From experiments, we also tried to extract features from
characters that are compared with the features of different characters in training and testing.
This make the technique independent at character level. The analysis at both levels is
discussed in next sections.

4.3.1 Page and Patch-Level Results

The page level results are computed by extracting features from full page image and
patch level results are computed by extracting patches from full page image. We extracted
patches of size 300x512 that divides the A4 document evenly. The patch size covers the
full A4 page of scanned document. Both handcrafted texture-features and machine-learned
features are used to perform classification. The employed texture techniques include: LPB,
Uniform LBP, HOG and GLCM. Just as in Text dependent analysis, comparative analysis



4.3 Text-independent Experiments 47

for text independent techniques is also performed by extracting features by employ-
ing them individually as well as their combinations. SVM is used for classification purpose.

Table 4.5: Texture Feature Results on patch-level using Text-independent

Feature Dimensionality Page-level Patch-level
U-LBP Features 59 74 67
HOG Features 756/216 75 30
LBP Features 256 84 78
GLCM Features 16 39 26
GLCM_LBP 262 50 45
HOG_LBP 1012/472 72 57
U-LBP_LBP 315 86.96 83.19
LBP_ U-LBP_HOG 1071/531 85.06 82.06
LBP_ U-LBP_GLCM 331 87.55 84.44

Table 4.6: Deep Learning Results on patch-level using Text-independent

Model Feature Layer Acc
Alexnet fc-6 45.64
VGG16 fc-6 45.01
VGG19 fc-6 52.56
Googlenet loss3-classifier 55.08
Inceotionv3 predictions 58.25
Resnet101 fc1000 60.78
Resnet50 fc1000 63.89

We also investigated the performance using deep learning models. The classification
rates against different deep learning models are presented in Table 4.6 which shows that
highest accuracy achieved is 63.89% using CNN as a feature extractor. We can conclude
that deep learning performance is not efficient on patch-level datasets in comparison to
texture techniques. For page-level results using deep learning models are not meaningful
because input of CNN models are of fixed size. Table 4.5 presented the results of
texture features where we can see that individual feature performance was satisfactory but
combination of texture features outperforms the results of individual texture feature results.
Best results are achieved using different combination of texture features with accuracy
84.44%, 87.0%,and 91.0% on patch-level and 87.55%,83.03%,and 77.95% achieved by
using LBP _ U-LBP _ GLCM on full-dataset, laser-dataset and ink-jet-dataset respectively.
The results are displayed in Figure 4.5).
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Figure 4.4: Texture Feature Results on page level Dataset

Figure 4.5: Texture Feature Results on patch level Dataset

Table 4.7: Results on Multiple combination of character Using Alexnet

Dataset Character Feature Vector Accuracy

Da−z a to z 4096 88.5
Dae a and e 4096 95.81
Dde d and e 4096 93.12
Deu e and u 4096 92.33
Dabe a, b, and e 4096 93.71
Dade a, d, and e 4096 95.75
Daeu a, e, and u 4096 80.01



4.3 Text-independent Experiments 49

4.3.2 Character-Level Results

The text independence was tested at character level as well. For achieving
independence, we create variations in character datasets such that the characters on which
we trained our model were different from the ones on which we tested it for accuracy
evaluation. For this purpose, we made different dataset that includes all (a-z) characters
and different combination of datasets. The characters ‘a’, ‘b’, ‘d’, ‘e’, ‘u’ is used in
combination to make different datasets. Initially, we computed the accuracy by combining
all the characters in-spite of the fact that we got different characters on training as well as
on testing.

Figure 4.6: Results of Deep learning on Combination of Different Character Datasets

Furthermore, we computed accuracy on different combination of highest accuracy
characters, i.e. ‘a’, ‘b’, ‘d’, ‘e’, ‘u’ (in Figure 4.1). Table 4.7 shows all the result that
were extracted from the combinational dataset. We got 95.8% and 95.7% accuracy on the
combination of character ‘a’, ‘e’ and ‘a’, ‘d’, ‘e’ dataset respectively. We also achieved
88.8% accuracy when we combine all characters in one dataset for the experiment. The
drop in accuracy can be attributed to the variation in shape of each character, particular
since it was made sure that feature vector for each test was kept constant in size: 4096.
The results indicate that as texture doesn’t perform better on characters, we only computed
results by using deep learning models. Performing an analysis after using full, laser and
inkjet printer datasets, the best accuracy achieved is 95.81% by using a combination of
character ‘a’, ‘e’. Detailed results are displayed in Figure 4.6.
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Figure 4.7: Comparison of existing and proposed work with Recall (20-printers)

4.4 Comparison with Existing Technique

We also performed a comparative analysis of proposed techniques with existing
techniques. For evaluation we employed two metrics precision and recall, graphical
representations of which are given in Figure 4.8 and 4.7. All 20 printers were used for
analysis. For recall at printer 1 and 9 existing techniques proposed by Sarah et al. [9]
outperformed our proposed techniques, while for the rest of the methods our proposed
model performed better. Numerous printers achieved the recall value of 1.00 including
printers labelled as: 7,8,10,13,15,16 and 18.

Figure 4.8: Comparison of existing and proposed work with Precision (20-printers)
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Table 4.8: Comparison with Text-Independent Existing Techniques

Method Extraction-level Dimension Dataset Acc

Elkasrawi et al. [9] Noise 15 German Dataset [9] 76.75
LBP_U-LBP_GLCM Patch-level 331 German Dataset [9] 84.44
LBP_U-LBP Patch-level 315 German Dataset [9] 83.19
LBP_U-LBP_HOG Patch-level 531 German Dataset [9] 82.06
LBP_U-LBP_GLCM Page-level 331 German Dataset [9] 87.55
LBP_U-LBP Page-level 315 German Dataset [9] 86.95
LBP_U-LBP_HOG Page-level 1071 German Dataset [9] 85.06
Alexnet Char-level 4096 German Dataset [9] 95.81

Table 4.9: Comparison with Text-dependent Existing Techniques

Method Feature-level character Dataset Acc

Ferreira et al. [12] Char-level char e Letter/Character [13] 98.30
Alexnet Char-level char a,d, and e German Dataset [9] 98.06
Alexnet Char-level char a,e, and u German Dataset [9] 97.62
Alexnet Char-level char a, and e German Dataset [9] 96.81
Alexnet Char-level char d, and e German Dataset [9] 95.21

Existing work performance is increased at printer labelled 16 and 18. It can also
be noted from these images that combining two features somehow gives competitive
results with existing results but combining more texture features give best results. Table
4.8 shows the comparison of our proposed technique with the existing technique. Our
proposed technique achieved results comparable to existing techniques in text-dependent
mode, but in text-independent mode our model outperforms the existing techniques, as
seen from results reported in Table 4.9.

Figure 4.9: ROC Curve of Texture Feature and Deep Learning (Alexnet)
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4.5 Analysis and Discussion

To detect forgery from printed scanned documents, we performed experiments based
on text-dependent and text-independent approach. For text-dependent the results are
computed at character level whereas, for text-independent the results are computed at page,
patch and character level. In text-dependent approach we achieved best accuracy 98% at
character level and for text-independent we achieved 84.44% on patch level and 95.81%
on character level.

Figure 4.10: ROC Curve on Character datasets Using Text-dependent and Independent
mode

Figure 4.11: Comparison of Variation of Data with Time and Accuracy

The analysis results are presented by using ROC curve. The ROC curve is computed
from using the dataset of characters in which features are concatenated (text-dependent
approach) and also using combined characters (text-independent approach) datasets. The
curves are also constructed to discriminate the features learned from using conventional
techniques and also machine-learned techniques. From our results we achieved best results
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from using Alexnet model so we reported that results in curve. ROC curves at this analysis
are illustrated in Figure 4.9 and Figure 4.10.

Figure 4.12: Comparison of Independent Approach with Texture and Deep Learning
Techniques

Figure 4.13: Dependent Approach with Deep Learning Techniques

Another analysis is performed between the accurately identified printer using both
texture and deep-learning techniques. It is noted from Figure 4.11, that deep learning
achieves high accuracy values in comparison with texture values and as deep learning
needs large datasets the accuracy increased to a maximum value. Increasing training data
size also effects the performance of system w.r.t time. As the data set increases the time
complexity for predicting the label of source printer is also increased. The resulting values
can be visualized from Figure 4.11.

We also perform a comparison analysis between text-dependent and text- independent
techniques that shows that increasing number of printer will result in decreasing of
accuracy. From Figure 4.12 and 4.13, it can be observed that when the number of printers
are less the high accuracy values are achieved and as the printer started increasing the
accuracy dramatically decreases to lower values.

Confusion Matrix is also generated on both highest achieving accuracies proposed in
our study. The highlighted diagonal in matrix shows the correctly classified source printers.
We are able to classify source printer using both text- dependent and independent approach
more accurately. The matrix is represented in Table 4.10 and Table 4.11. Our results
outperform the discussed techniques in literature.



Experiments and Results 54

Table 4.10: Confusion Matrix of Best Proposed Approach of Text-Independent (Alexnet
results on Combine Dataset of Character a d and e)

char a d Predicted No. of printer
and e 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20

A
ct

ua
lN

o.
of

pr
in

te
r

01 668 1 9 3 3 3 1 8 27
02 717 1 1 2
03 1 2 679 3 7 6 1 1 0 2 11 4 1 2 1 2
04 1 695 13 5 1 1 1 2 1 3
05 2 2 2 704 4 1 2 1 1 1 1 2
06 1 1 1 3 700 2 1 1 2 2 2 3 1 1 1 1
07 1 1 1 712 5 2
08 4 1 704 3 1 5 2 3
09 3 2 1 12 680 4 8 12 1
10 1 2 1 12 2 2 1 691 5 4 1 1
11 2 6 4 2 3 4 1 8 684 4 1 2 2
12 3 4 1 1 3 2 6 684 3 6 1 3
13 2 4 3 4 10 1 1 648 43 5 1 1
14 1 3 2 2 2 2 1 3 16 684 4 2 1
15 1 2 9 2 1 1 2 701 2 1 1
16 5 3 2 5 1 1 694 2 9 1
17 1 8 4 1 2 1 705 1
18 28 1 1 9 4 1 26 653
19 6 4 1 1 1 2 1 1 705 1
20 1 1 2 1 2 1 1 3 711

Table 4.11: Confusion Matrix of Best Proposed Approach of Text-dependent (Alexnet
results on Concatenate Feature Vector of Character a d and e)

char a d Predicted No. of printer
and e 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20

A
ct

ua
lN

o.
of

pr
in

te
r

01 703 1 3 4 12
02 2 717 3 4
03 3 706 2 6 5
04 1 713 3 6
05 6 707 4 1 6
06 6 700 7 6 4
07 723
08 723
09 9 6 2 2 680 16 8
10 4 5 703 10 1
11 4 4 9 687 10 5 4
12 723
13 8 5 1 1 701 7
14 1 9 713
15 12 3 3 701 4
16 3 4 704 12
17 1 5 4 712 1
18 13 1 707
19 5 2 3 2 711
20 4 3 3 713



Chapter 5

Conclusions & Perspectives

5.1 Conclusion & Perspectives

In this thesis, we proposed a comparison-based analysis between hand-crafted
and machine-learned features for document forgery detection using Printer source
identification. It would be a powerful tool to detect crimes involving documents. We
employed both hand-engineered and machine learned features to classify these printed
documents accurately. Experiments are carried out in text dependent and text-independent
modes. Features are then extracted at page level, patch level and character level. We also
break down our dataset into patches and character level both for laser and ink-jet printers.

We first employed hand-engineered features that are Local Binary Patterns
(uniform and non-uniform), Gray level Co-occurrence Matrix and HOG descriptor
separately to our dataset and then by combining them we compute results. We also
employed different pre-trained model as feature extractors but deep learning results
are not satisfactory at patch-level in comparison with textural feature results. It can
be seen from the above analysis that combination of different texture features leads to
more accurate results than applying them individually. We achieved 84% accuracy on
patch level and 87% on page level using combination of texture features (text-independent).

At character-level, we tested both approaches text-dependent and independent. We
employed different pre-trained convolution neural networks as feature extractor. Deep
learning techniques performed best on character level datasets. Using text-dependent
technique, we conducted experiments and gathered results at all individual 26 characters
and then picked the best performance. By concatenating different characters in text-
dependent approach, the best accuracy achieved is 98% on characters (‘a’, ‘d’ and ‘e’) with
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Alexnet. Using text-independent technique, we combined best performance characters and
applied both hand-crafted and machine-learned feature extraction techniques. We achieved
accuracy of 95.81% on a and e, 95.75% on a, d and e, and 88% on a-z character dataset.

Future extensions of the study include comparison of the performance of text-
dependent and text-independent feature extraction. An analytical study on discriminating
power of different characters (in a text-dependent framework) would also be an interesting
direction. Furthermore, identifying the most suitable scale of observation (character, word,
patch or document) for this type of problem also requires further investigation.
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