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Abstract In this research an algorithm is proposed to find the total number of agents

participating in a multi agent network. Also to achieve hasten distributed average con-

sensus in order to consider a network with reliable and unreliable communication links.

Class of algorithm is considered in which fixed initial state values are assigned to all agents

in the network, with the iterations they updates their initial values by communicating with

their neighboring agents within a multi agent network. Algorithm with weighted matrix

satisfy the convergence condition of average consensus and accelerate the method to

achieve the consensus. Usually this convergence process is relatively sluggish and take

moreover numerous iterations to achieve a consensus. To overcome the above issues, a

new approach is proposed in order to minimize the rate of convergence. A two step

algorithm has been proposed, where in step one each agent employs a linear predictor to

predict future agent values. In second step the computed values are used to proceed further

by the other agents to achieve consensus in order to bypass the redundant states. In the end

proposed algorithm is compared with other existing consensus frameworks to strengthen

the claim regarding the proposed two step algorithm which leads to escalate the rate of

convergence and reduces the number of iterations.
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1 Introduction

Multi agent systems refers to a kind of dynamic system, in which the agent are distributed

throughout the system with each component sub-system governed by one or more self-

organized control agents [1].

Different protocols are in practice for computing cumulative information by various

multi agent systems. Saber and Murray [2] explain the gossip algorithm for the agent

counting. Similarly algorithms like AODV & MAODV are in practice for agent counting

in adhoc networks [3, 4]. In [5] genetic algorithm, binary decision diagrams, evolutionary

algorithms, particle swarm optimization algorithm and memetic algorithm, are discussed in

detail for calculation of total participating agent in a network [6]. Results computed in [7]

clearly indicate the movement of agents in a particular direction trendy in a distributed

coordination [8].

One of the important technique in practice for computing the network agent is dis-

tributed average consensus. It gains a mounting popularity and attracted many researcher

from various fields. Its major assignment is to compute the average of defined set of values

in numerous iterations by interchanging of local information. In average consensus algo-

rithms foremost objective is to ensure the availability of average value at every node in a

communication network to achieve their local and global set of goals. Similarly, such

algorithms are vigorous in case of communication link failure. The origin and start of these

algorithm can be drafted from the research of Borkar and Varaiya [9] and by Tsitsiklis

[10]. Average consensus algorithms are widely used in various real time applications.

Vehicle formation is one of the emerging fields in control aspect, application in this area

varies from underwater to flying vehicles. Author in [11] projected a new control con-

sensus methods to generate new trajectories. Similarly in the application of synchroniza-

tion, swarming and distributed decision making in multi agent systems with time-

dependent communication links are described in detail by [12, 13]. Moreover, flocking is

one of the evolving area in distributed consensus, [14] proposed two different strategies

focusing on free-space model along with multiple obstacles. In fact distributed average

consensus is of a great significance for multiple applications in various fields as discussed,

but at the same time it counters the few challenges during the implementation and

designing process. Communication between the network agents under the switching and

unreliable graph topologies are the main constraint to achieve the consensus in a network.

At the same interval, such networks experience the time delays as well, which effects the

network performance and increase the processing time to reach the global objective [15].

Likewise, one more major obstacle in consensus is data agreement in the existence of

restricted information under dynamic varying topologies. Dynamic changing network

topologies leads the networks towards uncertainty and sure consensus in such conditions is

one of the hardest scenarios. Ren and Beard [16] suggested few solution schemes for

discrete and continuous updates by using the key concepts of spanning tree from graph

theory to achieve the distributed consensus and comprehensively produced the results in

his research focusing on directed network with switching interaction topologies.

Motivation behind this study, is to establish a consensus algorithm and to address the

challenges, in such a way that all agents in a network harvest a distributed control action

and settle on some quantity of interest. While designing such algorithm, the main focus is

to counter the time delays which may occur when agents exchange the information.

Furthermore communication delays, broken communication links and random topology

changes in a network are addressed in such a way that the arrangement of the agents that
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experiences disparities leads the network towards the action of the consensus algorithm

and will compute the total number of agents in a network.

In this study, matrix and algebraic graph theories are used as an elementary tools for

scheming the projected algorithm. Proposed algorithm consists of a two steps process. The

prime focus of the present study is on computing the average consensus for achieving the

network local and global objective by initializing each agent with its local initial value for

multi agent system having reliable and unreliable communication link with static and

dynamic topologies. As the number of iterations, increases these values will be updated

and exchange with the other agents in the network [10, 17, 18]. Once the value is com-

puted, that value will be updated for next iterations and will save time and number of

iterations to avoid redundancy. This class of algorithms achieves fast convergence to a

common average value in less number of iterations and finally results in less overhead and

communication burden in a network [19]. Suggested procedure reach the agreement

amongst the communication network in a very effectual way by applying the concept of

predictor corrector two-step process. In this framework, proposed algorithm is compared

with other existing algorithm to demonstrate its effectiveness in terms of different per-

formance parameters.

The arrangement of the extant manuscript is categorized in to seven sections. After

introduction, Sect. 2 is comprised of related work. whereas, matrix and graph theory as a

tool has been discussed in Sect. 3. Section 4 is consistent of the convergence analysis and

posing the state problem. In Sect. 5, proposed algorithm is elucidated. In Sect. 6, the main

simulation results of proposed and existing techniques are incorporated. Lastly, concluding

remarks are employed in Sect. 7.

2 Related Work

Distributed average consensus algorithms for linear iterations has been deliberated by

various researches from diverse arenas to improve the convergence rate. Author in [20]

introduced the time delays and filtering strategy to reach the consensus by introducing a

Lyapunov function to achieve the agreement between the agents. Similarly, an innovative

approached is implemented by Hu et al. [21] by adapting methods from nondependent

cascaded systems aimed to achieve distributive consensus control design intended for non-

holonomic bound systems. Using weight matrix in optimization of the results, for attaining

fast distributed consensus was initially explored by Xiao and Boyd [22, 23]. Their research

flourished the problem formulation of a weight matrix which satisfies the network topology

limitations and reduces the convergence rate but at the cost of extensive computational

resources with the considerable time delays. This framework poses a concern under

dynamic topology of a network, it requires recalculation of weight matrix with every

change in network topology. So its efficiency is uncertain for such scenarios. Also, this

approach involves the complex mathematical equations from the fields of graph and matrix

theory using the optimization algorithm. Alternatively, another optimum methodology

with far less demanding algorithm was again proposed by Xiao and Boyd [22]. In this

proposed method neighboring edge weights are fixed to a constant for the improved

calculation for average consensus, however this technique flops under dynamic topology

and demands the full statistics of a connectivity topology [22]. In the same way, alternative

scheme is projected by Sundaram and Hadjicostis in [24] but it still have the constraint that

it only generates optimal results under fixed topology and fails for dynamic connectivity. It
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keeps the record of complete weight matrix for each agent. One of the most adopted and

efficient technique for feedback control systems is Fuzzy logic. Wang et al. [25] investi-

gates the output feedback control problems for nonlinear industrial processes by utilizing

Takagi-Sugeno modeling approach. A new technique is suggested in [26] aimed at a non-

linear time delay systems, established on Lyapunov–Krasovskii function to accomplish

constancy for a closed loop response schemes centred on estimation possession of neural

systems. Moreover, optimization and tracing problem connected to industrial procedures

grounded on prediction approach and output response fault tolerant control is investigated

in [27]. Wang et al. [28] inspects the multirate closed loop industrial method by using the

output chasing to forecast the inclusive performance of a network by setting a sampling

period. and promises the system steadiness. Similarly [29] explores the subject of output

feedback control for a nonlinear distributed systems. Two dissimilar methodologies based

on Lyapunov functional combined with matrix variation convexification techniques are

implemented to project the feedback controller to attain agreement for first-order hyper-

bolic partial differential equations through Markovian jumping actuator faults. Another

approach using the concept of weight matrix is proposed in [30] but the researcher

intentionally or unintentionally did not provide any information for designing the weight

matrix. Whereas, in comparison, the approach of this study, is in concerting the design of

weight matrix step by step providing the detail description and their impact on a proposed

algorithm.

3 Preliminary Study

Theories from the algebraic graph and matrix theory plays a vital role as a main building

tools for designing and implementing an algorithms for the cooperative control of net-

worked multi agent systems.

3.1 Graph Theory

In mathematical modeling, graph theory is of great significant. A set of objects intercon-

nected with each other via links is called a graph. The links objects are graphically

represented by a mathematical term called vertices and an edge is a physically link, which

connect some pairs of vertices.

In graph theory edge set can be directed or undirected depending on the network

topology. In an undirected graph, the edges have no orientation. In a directed graph, the

edges have a direction associated with them. Directed graph can be expressed as a graph in

which each pair of discrete agents is directionally linked through an edge, therefore there is

a directed path amongst the agents in the network. Moreover in directed graph an edge set

can be written in a form of a pair ti; tj
� �

. This defines the communication among the agent

i as a source and agent j as a receiver. On the other hand in undirected graph ðvi; vjÞ refers a
bidirectional flow of information between the two agents.

Another concept gains indispensable significance is of directed spanning tree, Which

states that any agent in a network must be connected through a directed path in commu-

nication topology and accessible by at least one vertices [6, 31, 32].

Similarly the whole graph can be connected or unconnected. A graph is said to be

connected if there is a connection between every pair of vertices. Directly connected

vertices are called neighbor to each other and simply denoted by N i for agent i. A linked

1426 A. Mustafa et al.

123



graph is denoted by G ¼ V; Eð Þ, it consists of set of vertices and the set of edges, which are

responsible for connecting the agents in the direction oriented communication within the

communication network. Algebraically set of vertices can be expressed as

V ¼ t1; t2; :::::tNf g, additionally edge set can be symbolised as E ¼ V � V . Moreover it is

significant to indicate that N reflects the entire agents in a system [6, 31, 32].

3.2 Matrix Theory

In average consensus, the major role is played by a matrix theory in convergence analysis

for multi agent system. Matrix theory was initially presented by [33]. Matrix can be

categorized into two types, nonnegative (positive) matrix is a matrix in which all of its

entries are positive and negative matrix is vice versa. Similarly any vector is said to be

nonnegative (positive) if all its elements are nonnegative (positive).

Additionally, stochastic matrix is defined as a matrix in which matrix row sums are

equal to ? 1, furthermore the matrix is said to be a (row) stochastic matrix P. Stochastic

matrix P is called indecomposable and aperiodic (SIA) if limt
k!1

Pk ¼ 1wT , where 1 is a

column vector having all entries equal to 1, w is some column vector and T represents the

transpose operation [32, 34]. In matrix theory, one of the most important concept is of a

rank 1 matrix. Attribute of rank 1 matrix is having all rows identical which leads the

network topology to satisfy the convergence condition to achieve the consensus.

In matrix theory A ¼ ½aij� represents the adjacency matrix of a graph G and mathe-

matically it can be expressed as:

aij ¼
1 if vi; vj

� �
2 E

0 otherwise

(

Furthermore one the important matrix used in scheming distributed algorithm is degree

matrix and mathematically for any communication graph G, it can be written as D ¼ dii½ �. It
is accountable for providing the degree of vertices with respect to adjacent agents with

agent i in a network. Laplacian matrix utilizes the information from both, adjacency and

degree matrix. It can be stated as L ¼ D� A [6].

4 Convergence Condition

This study is focusing on a distributed linear iterations, so the solution for primary pre-

dictor feedback law is the prediction of future state of the linear system [35]. The findings

of the present study will deal with the distributed linear iterations [36, 37], of the form

given below:

xiðk þ 1Þ ¼ WiiðkÞxiðkÞ þ
X

j�Ni

WijðkÞxjðkÞ; ð1Þ

where i ¼ 1; 2; 3; :::::::n, and k ¼ 0; 1; 2; ::::n.
The weight on xj at agent i is denoted as Wij. To achieve a average consensus, we are

considering
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WiiðkÞ ¼ ð1�
X

j�Ni

WijðkÞÞ ð2Þ

by substituting WiiðkÞ in Eq. (1)

xiðk þ 1Þ ¼ 1�
X

j�Ni

WijðkÞÞ
 !

xiðkÞ þ
X

j�Ni

WijðkÞÞxjðkÞ ð3Þ

Now the above equation can be transformed as

xiðk þ 1Þ ¼ xiðkÞ �
X

j�Ni

WijðkÞxiðkÞ þ
X

j�Ni

WijðkÞÞxjðkÞ ð4Þ

By taking
P

j�Ni

WijðkÞ common, we will get

xiðk þ 1Þ ¼ xiðkÞ þ
X

j�Ni

WijðkÞ xjðkÞ � xiðkÞ
� �

ð5Þ

Let Wij ¼ 0 for j �Ni. The vector form of Eq. (1) can be written as: [36, 38].

Xðk þ 1Þ ¼ WðkÞXðkÞ ð6Þ

utilizing the definition of a k-step transition matrix, we can write

WðkÞ ¼ Wðk � 1Þ::::Wð1ÞWð0Þ

where

X k þ 1ð Þ ¼

x1ðk þ 1Þ
x2ðk þ 1Þ

:::::

:::::

xnðk þ 1Þ

2

6666664

3

7777775

Similarly

XðkÞ ¼

x1ðkÞ
x2ðkÞ
:::::

:::::

xnðkÞ

2

6666664

3

7777775

Next step is to choose a weight matrix W(k) in such a way that the convergence

condition is satisfied for Eq. (6) and Xðk þ 1Þ converge to the average vector, for any

initial value X(0). To achieve average consensus Eq. (6) can be formulated as

limk!1XðkÞ ¼ 1

n

� �
11TXð0Þ ð7Þ

where n ¼ total number of agents
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limk!1XðkÞ ¼ limk!1WðkÞXð0Þ ð8Þ

By comparing Eqs. (7) and (8), we get

limk!1WðkÞXð0Þ ¼ 1

n

� �
11TXð0Þ ð9Þ

The 1 in Eq. (11 is a vector of ones. Now Comparing the terms in Eq. (11), we can write

limk!1WðkÞ ¼ 1

n

� �
11T ð10Þ

The convergence factor for dynamic network topologies defined by [39] is given as

rdðWÞ ¼ q W � 11T

n

� �
ð11Þ

Now from Eq. (11), convergence time can be defined as

sd ¼
1

logð1=rdðWÞÞ ð12Þ

5 Proposed Algorithm

Nowadays, the main interest in the field of multiagent systems is to reduce the convergence

rate and to minimize the time required to achieve consensus. According to the applications,

different techniques have been developed by researchers to reduce the convergence rate

and to improve the performance of consensus methods. In [35], a two step agent state

prediction technique is used for average consensus. Increasing the numbers of steps will

sometimes help in decreasing convergence rate. Inspired and motivated from this research

we are proposing a two step average consensus method. The first step of the proposed

technique act as a predictor and second step act as a corrector. Mathematically we can

write the proposed algorithm as:

Step 1

ziðkÞ ¼ xiðkÞ þ
X

j�Ni

aijðkÞ xjðkÞ � xiðkÞ
� �

ð13Þ

Step 2

xiðk þ 1Þ ¼ ziðkÞ þ 2
X

j�Ni

Wij zjðkÞ � ziðkÞ
� �

þ ziðkÞ
X

j�Ni

Wij zjðkÞ � ziðkÞ
� �

 !

ð14Þ

where xi represents the initial state condition for agent i and k represents the discrete

instants of time.

Where

aijðkÞ ¼
1

maxðdiðkÞ; djðkÞÞ
� �

þ 1
i 6¼ j

0 otherwise

8
<

:

and similarly
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WijðkÞ ¼
1

maxðdiðkÞ; djðkÞÞ
� �

þ 1
� �

2þ xiðk þ 1Þð Þ
i 6¼ j

0 otherwise

8
<

:

where di is the degree of agent i (i.e., the number of neighbors of the agents i) and dj is

the degree of agent i (i.e., the number of neighbors of the agent i)

5.1 Proof of a Proposed Algorithm

Let

X Kð Þ ¼

x1ðkÞ
x2ðkÞ
:::::
:::::
xNðkÞ

2

66664

3

77775
;U Kð Þ ¼

u1ðkÞ
u2ðkÞ
:::::
:::::
uNðkÞ

2

66664

3

77775

We can write the following:

X k þ 1ð Þ ¼

x1 k þ 1ð Þ
x2 k þ 1ð Þ

::::

::::

xN k þ 1ð Þ

2

6666664

3

7777775

Anticipated for the entire communication network, universal state equation can be artic-

ulated as:

X k þ 1ð Þ ¼ X kð Þ þ U kð Þ ð15Þ

Through calculating the universal input vector, we can demarcated it as:

UðkÞ ¼ WijðkÞðA� DÞXðkÞ ð16Þ

For unreliable communication the weight matrix W is not constant that’s why we are using

the notation WijðkÞ in Eq. (16). By substituting Eq. (16) in Eq. (15), the equation will be

X k þ 1ð Þ ¼ X kð Þ þWijðkÞðA� DÞXðkÞ ð17Þ

Utilizing the definition of Laplacian matrix i.e. L ¼ D� A, we can further write the

following:

X k þ 1ð Þ ¼ X kð Þ � LWijðkÞXðkÞ ð18Þ

X k þ 1ð Þ ¼ ðI � LWijðkÞÞXðkÞ ð19Þ

Now by comparing Eqs. (6) and (19), we get

WðkÞ ¼ I � LWijðkÞ
� �

ð20Þ
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From Eq. (10)

limk!1WðkÞ ¼ 1

n

� �
11T ð21Þ

So we can write,

limk!1 I � LWijðkÞ
� �

¼ 1

n

� �
11T ð22Þ

In case of proposed algorithm, the corrector step (Step 2) is written in the form as

Xðk þ 1Þ ¼ XðkÞ þ 2UðkÞ þ XiðkÞUðkÞ ð23Þ

As from Eq. (16),

UðkÞ ¼ WijðkÞ½A� D�XðkÞ

As we know, L ¼ D� A, so the above equation becomes,

UðkÞ ¼ �LWijðkÞXðkÞ

Substituting U(k) in Eq. (23)

Xðk þ 1Þ ¼ XðkÞ � 2LWijðkÞXðkÞ � LWijðkÞXðkÞ2 ð24Þ

Taking X(k) common from above equation, we get

Xðk þ 1Þ ¼ XðkÞ I � 2WijðkÞL�WijðkÞLXðkÞ
� �

ð25Þ

Comparing Eqs. (19) and (25), we attain

XðkÞ I � 2WijðkÞLXðkÞ �WijðkÞL
� �

¼ ðI � LWijðkÞÞXðkÞ ð26Þ

Comparing both sides of Eq. (26), we develop

I � 2WijðkÞL�WijðkÞLXðkÞ
� �

¼ I � LWijðkÞ
� �

ð27Þ

Applying limk!1 on Eq. (27), It will become

limk!1ðI � 2WijðkÞL�WijðkÞLXðkÞÞ ¼ limk!1ðI � LWijðkÞ ð28Þ

Substituting Eq. (22) in Eq. (28), it can be modified as

limk!1 I � 2WijðkÞL�WijðkÞLXðkÞ
� �

¼ 1

n

� �
11T ð29Þ

let the number of agents are infinite i.e. n ! 1, then

limk!1 I � 2WijðkÞL�WijðkÞLXðkÞ
� �

¼ 0 ð30Þ

I � limk!1ð2WijðkÞLþWijðkÞLXðkÞÞ ¼ 0 ð31Þ

I ¼ limk!1ð2WijðkÞLþWijðkÞLXðkÞÞ ð32Þ
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I ¼ limk!1ðWijðkÞLÞð2þ XðkÞÞ ð33Þ

In case of average consensus, Choosing the suitable value of L, WijðkÞ from Metro-Polis

Hasting weights, we can express

WijðkÞ ¼
1

maxðdiðkÞ; djðkÞÞ
� �

þ 1
ð34Þ

By practicing the Heuristics, the final output of Eq. (33) will become

WijðkÞ ¼
1

maxðdiðkÞ; djðkÞ
� �

þ 1
� �

2þ XðkÞð Þ ð35Þ

In this paper, we are proposing a method that reduces the convergence rate and compute

the total number of agents actively participating in a network under dynamically changing

topologies. In order to count the total number of agents in the system, initial values to the

agents have been assigned as the initial values to agents as xnð0Þ ¼ 1 and xið0Þ ¼ 0;

8i ¼ 1; 2; 3; . . .n� 1. In this case, the consensus among agents will developed on 1
n
. Inverse

of consensus value will give us the total of agents.

5.2 Local-Degree Weights

There are different approaches to design a weight matrix W. One simple technique is a

local degree weights. In this technique, the largest out-degree of two incident agents are

assigned as weight on each edge [36].

WijðkÞ ¼
1

maxðdiðkÞ; djðkÞÞ
� �� � i 6¼ j

0 otherwise

8
<

:
ð36Þ

In case of local degree weights, it is necessary that each node knows the out-degrees of all

its neighboring agents.

5.3 Metropolis Hasting Weights

Another simple approach similar to local degree weights for wight matrix, is Metropolis

Hasting weights, denoted as follows [40, 41]

WijðkÞ ¼
1

maxðdiðkÞ; djðkÞÞ
� �� �

þ 1
i 6¼ j

0 otherwise

8
<

:
ð37Þ

In case of Metropolis Hasting weights, it is necessary that each agent knows the out-

degrees of all its neighboring agents but the set of neighbors vary with time.

6 Numerical Examples and Simulation Results

This section is comprised of proposed numerical examples of unreliable communication

among multi agents with interaction topologies changing dynamically and compare the

performance of proposed algorithm with other existing consensus protocols. It is important
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to mention here that tolerance considered for all the network in the simulation is e ¼ 10�20.

Where No.of iterations are represented by NI in all the tables.

where

eiðkÞ ¼
X

j�Ni

jxiðkÞ � xjðkÞj; i ¼ 1; 2; ::::n ð38Þ

6.1 Example 1

In this example, total 45 number of agents are considered which are connected with

dynamically changing topology. As the topology changes in each iteration, the weight

matrix will change automatically in each iteration and it will become difficult for agents to

develop consensus on a common value. The consensus value in this example is 1
45
. Here we

are assigning initial values as xnð0Þ ¼ 1 and xið0Þ ¼ 0; 8i ¼ 1; 2; 3; . . .n� 1. The com-

munication topology considered for this numerical example is shown in Fig. 1. While an

error is plotted in Fig. 2 for proposed method, metropolis and local degree method

respectively, to evaluate the performances of different methods. From gathering the results

of the simulation, it is noticeable that the proposed method consuming less time and

achieving faster convergence to consensus value as compared to metropolis and local

degree method. To concrete the above results, Simulation outcomes are shown in Table 1.

6.2 Example 2

This example is the continuity of example 1. As in example 1, random number of agents

are selected and consensus is developed while in this example, after developing consensus

some number of agents are randomly removed from the system. This example is interesting
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Fig. 1 Network topology considered in computing example 1
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in such a way that in example 1 the consensus is developed at some low value, but now in

in this case, the agents have to approach at some higher value to achieve consensus, as

some of the agents have been removed from the system. Now the number of iterations are

unnecessarily increased instead of decreasing. In current example, 20 agents are removed

from the system and network left with total 25 agents, the consensus value changes to 1
25
.

The network topology considered for this example is shown in Fig. 3. Figure 4 presents a

plots of error for proposed method, metropolis, and local degree method respectively. The
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E
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Fig. 2 Error graph for example 1

Table 1 Results of example 1
Iterative methods NI q W � 11T

n

� �
sasym

Local degree 121 0.726 3.129

Metropolis 136 0.746 3.414

Proposed method 77 0.610 2.027
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Fig. 3 Network topology for
computing example 2
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Table 2 Results of example 2
Iterative methods NI q W � 11T

n

� �
sasym

Local degree 255 0.863 6.794

Metropolis 301 0.880 7.853

Proposed method 164 0.80 4.504
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Fig. 5 Network topology for computing example 3
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number of iterations, convergence time and asymptotic convergence factor for all three

methods are shown in Table 2. From the results, it has been observed that the proposed

algorithm is generating the best results as compare to the other methods.

6.3 Example 3

Similarly this example is the continuity of example 2. After removing the number of agents

from the system and developing consensus, now some number of agents are randomly

added in the system. The continuity examples are one of the best way to analyze the

performances of iterative methods. In this example, the randomly added agents are 25, so
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Fig. 6 Error graph for example 3
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Fig. 7 Combined results of all examples utilizing proposed algorithm
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the total agents in the system are now 50. The consensus value of for this case becomes 1
50
.

The graph topology considered in this example is shown in Fig. 5. Similarly error of all

three methods for current scenario is plotted in Fig. 6. In Figs. 7, 8 and 9 a combined graph

of all three examples for proposed method, metropolis and local degree method have been

presented. The number of iterations, convergence time and asymptotic convergence factor

for all three methods are shown in Table 3. From the result shown in Table 3, it is

concluded from the results that the proposed algorithm consuming the less time to develop

consensus as compared to other consensus protocols.
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Fig. 8 Combined results of all
examples utilizing Metropolis
Hasting method
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7 Conclusion

Experimental simulation results exhibited in the present research, clearly indicate that the

proposed method is much efficient and fast in achieving the consensus amongst the multi

agents to achieve their local and global goal as compared to the rest of the existing methods

in terms of number of iterations and time. Performance of different algorithms are clearly

visible from the combined graphs in Figs. 7, 8 and 9. Proposed algorithm is achieving

consensus in 300 iterations while Metropolis is taking 600 iterations and Local Degree

Method completing consensus in 500 iterations. So it is evident that proposed algorithm is

quite fast and converge to a consensus value in almost half of the time utilized by the other

existing algorithms.
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