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Abstract—This paper presents a study on assessing the ef-
fectiveness of machine learned features to predict gender of
writers from images of handwriting. Pre-trained Convolutional
Neural Networks have been employed as feature extractors to
discriminate male and female handwriting while classification is
carried out using a number of classifiers, Linear Discriminant
Analysis (LDA) being the most effective. Feature extraction is
carried out by changing the scale of observation using word,
patch and page images. Experiments are carried out on English
and Arabic handwriting samples of the QUWI database and the
realized results demonstrate the effectiveness of machine learned
features in predicting gender from handwriting.

Keywords—Gender Classification; Convolutional Neural Net-
works; Handwriting, Multi-scrip Text.

I. INTRODUCTION

Handwriting and hand-drawn shapes have long been
studied by forensic experts, document examiners, neurologists,
psychologists and paleographers [5], [14], [27], [41] thanks
primarily to the wide variety of applications they offer.
Handwriting is a complex fine motor skill [39], [18], [13]
that involves a combination of cognitive and psychomotor
processes [49]. A number of studies [20], [28], [35], [47]
have established the fact that handwriting is indicative of
rich information about the writer. This not only permits
handwriting to be employed as an effective behavioral
biometric modality [39], [43] but also facilitates research
targeting a number of interesting applications. The most
significant of these is the study of correlation between
handwriting and different neurological disorders including
autism [19], [30] Parkinson [48] and Alzheimer [40] etc. The
changing patterns in handwriting as a function of aging [50],
[38] and under the effect of medications [13] have also been
investigated. Furthermore, attempts have been made to predict
different personal attributes of writers from handwriting
images [27], [41]. The validity of these graphological studies,
however, has remained debatable [20], [28], [35], [47].
Consequently, the experts in neuro or forensic sciences
generally distant themselves from such studies. The widely
accepted and established correlation is between handwriting
and writer demographics especially the gender of writer [6],
[12], [23], [24], [25], [26], [10], [36], [46]. The differences in
motor control [15], [51], [17] as well as the varied learning
rate of motor skills [11] in the two gender categories lead to

different writing styles in male and female writers.

The early research on prediction of gender from handwrit-
ing [23], [25], [26] primarily focused on exploration of dis-
criminative attributes through (human) examination of writing
samples. A notable development was the work of Hamid et
al. [24] who presented quantitative results on classification of
gender from handwriting by human experts. Experiments on
30 samples in two different scripts reported 68% recognition
rate. Computerized systems on this problem mainly rely on
the visual differences [12], [25] in the writing styles of male
and female writers (Figure 1). Such systems algorithmically
compute global or local features from given set of handwriting
samples to characterize the gender.

 
(a) 

  
(b) 

Fig. 1. Sample images of (a): Male and (b): Female writings in the QUWI
database

Cha et al. [14] presented one of the earliest comput-
erized systems for classification of demographic attributes
of individuals from handwriting. A combination of different
micro and macro features reported 70% classification rate.
The work was later extended [5] to enhance the classification
rates using boosting on multiple neural networks. Liwicki
et al. [32] exploited a combination of multiple features to
classify gender and handedness from online writing samples.
Siddiqi et al. [44] capture the orientation, curvature and textural
information in handwriting through a combination of features
and report results on a comprehensive series of experiments
using QUWI and MSHD databases. Likewise, combination of
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multiple descriptors is evaluated in [45] on a custom developed
database of male and female writing samples.

Among other notable contributions, geometric features
are employed in [4] to classify gender, age group and
handedness of writers. Experiments on writing samples of the
QUWI database realized classification rates of up to 74%.
Bouadjenek et al. [7] capture the textural information in
handwriting using Histogram of Oriented Gradients (HOG)
and Local Binary Patterns (LBP). Experiments on writing
samples of IAM-onDB database with SVM classifier reported
74% classification rate. The system was later extended [9] to
include classification of handedness as well as age in addition
to gender. Likewise, in addition to HOG and LBP, authors
also employed Gradient Local Binary Patterns (GLBP) [8] to
classify gender from images of handwriting. In other similar
studies, textural information is extracted using a bank of
Gabor filters by Mirza et al. [33], Youssef et al. [52] consider
gradient and wavelet domain LBP while oriented basic image
features (oBIFs) are employed in [21]. Similarly, Akabari
et al. [2] consider wavelet sub-bands to characterize gender
from handwriting using SVM classifier.

In a recent study, Morera et al. [34] consider
gender, handedness, and combined gender-and-handedness
classification using convolutional neural networks. A CNN
with two convolutional layers is trained on word images
of English and Arabic writing samples producing a 512
dimensional feature vector. Authors report classification rates
of 80.72% and 68.90% on IAM and KHATT databases
respectively. While most of the reported studies target the
enhancement of feature extraction step (and employ traditional
classifiers), Ahmed et al. [1] focus on the classification part.
Traditional textural features including LBP, HOG and GLCM
are considered while for classification a number of classifiers
are investigated. Classifiers are combined using bagging,
boosting and stacking. Experiments on the database of
ICDAR 2015 competition on gender classification from
handwriting [16] reported classification rates varying from
79% to 85%.

This paper presents a comprehensive study to evaluate
the effectiveness of machine learned features in characterizing
gender from handwriting. More specifically, we target a multi-
script environment using Arabic and English handwriting sam-
ples. A pre-trained convolutional neural network is employed
as feature extractor. Features are extracted at word, patch and
page level. A patch represents a small part of handwriting
image comprising 4-5 lines and the same number of words per
line. These different images correspond to different scales of
observation. For classification, we have employed a number
of classifiers including Naive Bayes (NB), Decision Trees
(DTA), Linear Discriminant Analysis (LDA) and Support
Vector Machine (SVM). Experiments are carried out in text-
dependent as well as text-independent mode. Classification
performance is also studied in a script independent mode where
training and test samples come from different scripts. The
realized classification rates demonstrate the effectiveness of the
proposed technique to characterize gender from handwriting.
The key research questions considered in the present study
include the following.

• How the current state-of-the-art convolutional neural
networks based feature extraction can be adapted for
classification of gender from handwriting and what is
the performance of such systems?

• What is the impact of scale of observation in charac-
terizing gender from handwriting?

• Are the classification rates sensitive to the content of
writing samples (text-independent vs. text-dependent
evaluations)?

• Do individuals from a given gender share com-
mon characteristics across multiple scripts (script-
independent evaluations)?

In the next section, we present in detail the feature ex-
traction and classification techniques. Section III presents the
details of dataset, experimental protocols and realized results
along with accompanying discussion and a comparison with
existing techniques. Finally, Section IV summarizes the key
findings of this study with a discussion on potential directions
of further research on the subject.

II. PROPOSED TECHNIQUE

This section details the feature extraction and classification
techniques employed in our study. Features are extracted using
a pre-trained CNN while for classification we investigated a
number of standard classifiers. Classification is carried out
at word , patch and complete page levels that correspond to
different observation scales. Details on feature extraction and
classification are presented in the following.

A. Feature Extraction using CNNs

In the context of recognition systems, the last few years
have witnessed a shift in paradigm from conventional, domain-
specific hand-engineered features to automatically extracted
machine-learned features. The superiority of such machine
extracted features (typically through CNNs) over traditional
representations has been validated for a variety of classification
tasks.

Convolutional Neural Networks, came to scene, for the
first time in early 1990s [31]; the current fame, however,
is primarily attributed to Krizhevsky et al. [29] where the
CNN based system significantly reduced the error rate in the
ImageNet Large Scale Visual Recognition competition. Since
then, CNNs have been widely employed to a large number
of recognition problems outperforming the conventional
solutions. A typical CNN mainly comprises convolutional and
pooling layers which are followed by fully connected layer(s).
The convolutional layers serve as feature extractors and
perform convolution of input image (volume) with different
filters while the pooling layers down sample the filter outputs
to reduce the dimensionality and avoid over-fitting problems.
The fully connected layers serve as classifier and the learning
process involves finding the optimal set of filters for each
layer. While CNNs can be trained from scratch for a given
problem, it is also common to employ pre-trained CNNs
either as feature extractors [22] or fine tune them to a specific
problem [37], [42] by continuing back propagation.
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TABLE I. SUMMARY OF WELL-KNOWN GENDER CLASSIFICATION METHODS

Study Year Features Classifier Database Classification Rate

Cha & Srihari [14] 2001 Combination of macro & micro features ANN CEDAR 70.20%
Liwicki et al. [32] 2011 Online & offline features GMM IAM-OnDB 67.57%
Sokic et al. [45] 2012 Shape Descriptors BHDH
Siddiqi et al. [44] 2012 Textural and Structural features SVM QUWI & MSHD 68.75% / 73.02%
Al-Maadeed & Hassaine [4] 2014 Geometrical Features Random Forests QUWI 73%
Bouadjenek et al. [7] 2014 HOG & LBP SVM IAM 74%
Youssef et al. [52] 2013 Gradient & LBP SVM QUWI 74.30%
Mirza et al. [33] 2016 Gabor filters ANN QUWI 70%
Akbari et al. [2] 2017 Wavelet sub-bands SVM/ANN QUWI & MSHD 80%
Ahmed et al. [1] 2017 LBP, HOG, GLCMs Ensemble of classifiers QUWI 79 - 85%
Morera et al. [34] 2018 CNNs IAM/KHATT 80.72% / 68.90%
Gattal et al. [21] 2018 oBIFs SVM QUWI 66% - 81%

While a number of very deep pre-trained CNNs (ZF Net,
VGG Net, GoogLeNet, ResNet etc.) have been made publicly
available, it is important to mention that we target a two-
class gender prediction problem. Morera et al. [34] have
also demonstrated that with only two convolutional layers,
the system reports high classification rates. Consequently, we
have chosen to employ AlexNet as pre-trained network that
comprises 5 convolutional and 3 fully connected layers. The
network is employed as feature extractor only and the features
are extracted at fc7 layer.

In an attempt to study the impact of scale of observation
on the classification task, we extract features at word, patch
and page levels. Words are extracted from binarized images
using run-length-smoothing algorithm followed by connected
component labeling. While the word segmentation results are
acceptable in case of English writing samples, the Arabic
samples often result in over or under segmented words due to
varied inter and intra word distances. However, it is important
to point out that perfect word segmentation is not an objective.
The idea is to extract a small part of writing the corresponds to
one-two words representing a closer scale of observations. In
addition to words, we also extract small patches from the hand-
writing images. Each patch is 20% of text width/height and
typically contains portions of 4-5 text lines and corresponds
to a relatively distant observation scale. Finally, the complete
image of handwriting is also considered as input to the CNN
and corresponds to the most distant scale of observation. Each
word, patch or page image is resized to 227× 227 and is fed
to the CNN which outputs a 4096 dimensional feature vector.
Activation maps corresponding to word and patch images for
a random layer in the CNN are presented in Figure 2.

B. Classification

Features extracted from word (patch or page) images of
male and female writing samples are fed to multiple classifiers.
The classifiers investigated in our study include Naive Bayes
(NB), Linear Discriminant Analysis (LDA), Decision Trees
(DT) and Support Vector Machine (SVM). Classifiers are
trained separately for each scale of observation. The perfor-
mance of these classifiers in different experiments is presented
in the following section.

III. EXPERIMENTS AND RESULTS

This section presents the details of the experiments carried
out to assess the performance of the features learned as well
as classifiers under different experimental scenarios. We first
present the details of the dataset employed in our study

(a) 
 

 
(b) 

 

(c) 

Fig. 2. Features maps of a CNN layer and ReLU outputs on Arabic and
English (a): word, (b): patch and (c): page images

followed by a discussion on the experiments conducted and
the realized results.

A. Dataset

The experimental study of our system is carried out on the
QUWI database [3] that contains Arabic and English writing
samples collected from 1017 writers. Each writer contributed
four samples in Arabic (2 samples) & English (2 samples). The
writing samples contain same as well as arbitrary text for each
writer both in English and Arabic. This allows employing the
database in text-dependent as well as text-independent modes.
In all of our evaluations, we employ writing samples of 1000
writers, 700 in the training set and 300 in the test. It is also
important to point out that although we target classification of
gender, it is ensured that the training and test sets do not have
any writer in common so that the evaluations truly correspond
to characterizing gender and not writer.

B. Experiments, Results & Discussion

First, we present the results of experiments on the complete
QUWI database with 700 writers (700×4 = 2800 samples) in
the training set and 300 writers (300× 4 = 1200 samples) in
the test set. The classification rates against different classifiers
are summarized in Table II where it can be seen that al-
though performance of different classifiers is comparable, LDA
outperforms other classifiers. Consequently, for subsequent
experiments, we report the results with LDA only. It is also
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interesting to note that for all classifiers, patch level classifi-
cation rates are better than those of word or complete page
images. This observation seems to be very much natural as
single word is too close a scale of observation and the amount
of text is fairly limited. Likewise, complete page represents a
very distant scale of observation. A small patch of handwriting
with few lines of text and few words per line represents a good
scale of observation that effectively characterizes gender from
handwriting. The highest classification rate achieved is 70.08%
when using patch images with LDA classifier.

TABLE II. CLASSIFICATION RATES ON COMPLETE QUWI DATABASE

Classifier

Image Scale LDA NB SVM DT

Word 67.75% 65.41% 63.66% 64.33%
Patch 70.08% 67.16% 65.03% 65.58%
Page 68.50% 66.75% 64.66% 64.33%

1) Text-Dependent vs. Text-Independent Evaluations:
These experiments aim to study the performance variation as a
function of textual content in the training and test sets. For text-
dependent experiments, Page 2 (Page 4) of 700 writers is used
in the training set and same pages of 300 writers in the test set.
For text-independent experiments, we employ Page 1 (Page 3)
of each writer so that training and test sets contain different
textual content. The classification rates of these experiments
are summarized in Table III. It can be seen from the table
that similar to the performance on the complete database, the
patch level images realize the highest classification rates. It
can also be observed that the performance of text-independent
and text-dependent modes is very much comparable with only
marginal differences. In general, the classification rates on
English writing samples are better than those on the Arabic
text and the difference is more pronounced at word level.

TABLE III. CLASSIFICATION RATES: TEXT-DEPENDENT VS.
TEXT-INDEPENDENT EVALUATIONS

Text-Dependent Text-Independent
Dataset Word Patch Page Word Patch Page

QUWI-English 68.33% 73.33% 70.33% 67.33% 72.00% 69.33%
QUWI-Arabic 64.66% 71.66% 69.66% 65.33% 70.66% 66.33%

2) Scrip-Dependent vs. Script-Independent Evaluations:
In these evaluations, we analyze the effect of script of text on
the classification performance. In script-dependent experiments
we employ the first two pages (last two pages for English)
of 700 writers in the training and 300 writers in the test
set. In script-independent experiments, the training and test
sets contain writing samples in different scripts (one set is
Arabic other is English). The results of these experiments
are presented in Table IV where it can be seen that script-
dependent experiments report higher classification rates as
opposed to scrip-independent evaluations. This is very much
natural as having different samples in different scripts in the
training and test sets is a challenging experimental scenario.
Classification rates of 65.16% and 64.83% (patch level) for
these experiments are indeed very promising.

3) Comparison & Discussion: We also present a perfor-
mance comparison of the proposed technique with existing sys-
tems evaluated on the same database. It is however important to
point out the most of the recent work on this problem evaluated
using QUWI database considers the experimental protocol
of ICDAR 2015 gender classification competition [16]. The

TABLE IV. CLASSIFICATION RATES: SCRIPT-DEPENDENT VS.
SCRIPT-INDEPENDENT EVALUATIONS

Training Set Test Set Word Patch Page

QUWI-English QUWI-English 68.50% 71.50% 70.83%
QUWI-Arabic QUWI-Arabic 67.66% 69.83% 68.83%
QUWI-English QUWI-Arabic 63.50% 65.16% 64.50%
QUWI-Arabic QUWI-English 60.83% 64.83% 63.83%

competition comprised four tasks. Tasks A and Tasks B
comprised writing samples in Arabic and English respectively.
Tasks C & D correspond to script-independent evaluations
with Arabic (English) samples in the training and English
(Arabic) samples in the test set. The training set in each of
the tasks comprises 300 writing samples while the validation
and test sets comprise 100 samples each. In addition to the
experimental settings presented earlier, we also evaluated the
CNN based feature extraction followed by LDA classification
using the competition protocol. The classification rates of the
participating systems, other studies evaluated using the same
protocol as well as those realized by the proposed technique
are summarized in Table V.

TABLE V. COMPARISON USING EVALUATION PROTOCOL OF ICDAR
2015 GENDER CLASSIFICATION COMPETITION ( [16])

Technique
Result (%) (Rank)

Task A Task B Task C Task D

Participants of ICDAR 2015 Competition

LISIC 60(3) 42(8) 49(5) 55(2)
ACIRS 60(3) 54(3) 53(3) 49(6)

Nuremberg 62(2) 60(1) 55(2) 53(3)
MCS-NUST 47(7) 51(5) 48(6) 45(8)

CVC 65(1) 57(2) 63(1) 58(1)
QU 44(8) 52(4) 53(3) 47(7)

UBMA 51(5) 50(6) 44(7) 50(5)
ESI-STIC 48(6) 46(7) 42(8) 53(3)

Other studies evaluated using same protocol

Mirza et al. [33] 70 67 69 63
Ahmed et al. [1] 79 85 80 81
Gattal et al. [21] 78 81 76 76

Proposed Technique 76 77 71 73

Table V shows that the best results on the ICDAR 2015
experimental protocol are reported by Ahmed et al. [1] where
different ensemble classifiers have been employed. It is also
important to mention that the experimental protocol of the
competition only considered 100 writers in the test set.
With the increase in number of writers in the test set, the
performance naturally drops. Scalability of the classification
technique to larger datasets is indeed an important aspect.
We, therefore, also present a comparison of the techniques
evaluated on larger datasets. Al-Maadeed & Hassaine [4]
considered the complete set of 1017 writers in the QUWI
database while Morera et al. [34] employed 1000 writers of
the KHATT database. The performance comparison of these
techniques with the proposed system is presented in Table VI
where the highest classification rate is reported to be 73% on
1017 writers of the QUWI database. It is also important the
mention that Morera et al. [34] also employs a convolutional
neural networks using word images. We, on the other hand,
report results at patch level which proved to be the optimal
scale of observation in our experiments.

IV. CONCLUSION

This paper presented an experimental study to evaluate
the performance of state-of-the-art deep convolutional neural
network based feature extraction to classify gender from offline
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TABLE VI. PERFORMANCE COMPARISON OF TECHNIQUES EVALUATED ON LARGE DATASETS

Study Database Number of writers Classification Rate

Al-Maadeed & Hassaine [4] QUWI 1017 73%
Morera et al. [34] KHATT 1000 68.90%
Proposed Technique QUWI 1000 70.08%

handwriting. Features were extracted from writing samples
by changing the scale of observation, i.e. word, patch and
complete page. A pre-trained ConvNet (AlexNet) was em-
ployed as feature extractor. For classification, we investigated
a number of standard classifiers; among these linear discrim-
inant analysis reproted the highest classification rates. We
carried out a comprehensive series of experiments including
text-dependent, text-independent, script-dependent and script-
independent experiments. For comparison purposes, we also
evaluated the system on the database and experimental protocol
of the ICDAR 2015 competition. The realized classification
rates demonstrated the effectiveness of machine learned fea-
tures in characterizing gender from writing samples.

The present work employs only a single pre-trained CNN
model as feature extractor. It would be interesting to study how
the performance varies by changing the model. A comprehen-
sive series of experiments can be carried out by using other pre-
traiend models. Furthermore, in addition to feature extraction,
pre-trained models can also be fine tuned by continuing back
propagation on the handwriting images. Another direction
could be to train a network from scratch at word, patch or
image levels. This will allow deeper insights into what writing
features contribute to characterize gender. Using pre-trained
networks constraint the size of input images. Text lines, for
instance, cannot be directly fed to most of the pre-trained
models as resizing them to match the input size disturbs the
aspect ratio. Training a customized network will also alleviate
such problems. In addition, prediction of other demographic
attributes like age or handedness etc. can also be explored.
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