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ABSTRACT

The amount of multimedia data has increased manifolds in the
recent years. This calls for development of efficient retrieval tech-
niques. Among various aspects of content based retrieval, textual
content appearing in videos and images serves as a powerful seman-
tic index. Development of such a retrieval system requires detection
of text regions, recognition of detected text and generation of in-
dices on keywords. Among these, the focus of the present study lies
on detection of textual content from video frames. More specifically,
we target the caption Urdu text appearing in News and entertain-
ment channels. A series of image analysis operations is first carried
out to identify candidate text blocks in the image. Features extracted
from text and non-text regions using Gabor filters and Curvelet
transform are fed to two classifiers namely artificial neural network
and support vector machine. Evaluations on a database of 1000
video frames reported promising precision and recall.
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1 INTRODUCTION

Remarkable advancements in the amount of multimedia data in
general and, digital videos in particular, have led to an increase
in the demand of effective retrieval techniques. While the conven-
tional tag-based search continues to be popular, intelligent content
based search techniques are being introduced to meet the retrieval
challenges offered by huge collections of online and offline video
databases. In addition to the visual content and audio stream, an
important component of these videos is the textual content which
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can be exploited for retrieval purposes and makes the subject of
our present study.

Scene text and artificial text are generally two broad classes of
text appearing in images and videos [30, 39]. Scene text refers to
the textual content that is captured using camera. Typical examples
are sign boards, advertisement panels & license plates etc. Artifi-
cial text or caption text (Figure 1), on the other hand, is purposely
superimposed on the video, the news tickers or score cards or the
names of anchors, for instance. This caption text, in general, is
correlated with the content and is known to be more useful for
retrieval applications [18]. Detecting and recognizing instances
of artificial text can be employed to develop a complete seman-
tic retrieval framework where videos can be indexed on textual
keywords. This allows users to later query the video databases on
given keywords and retrieve all videos where a particular keyword
has been flashed. Such retrieval frameworks offer an interesting
solution to media houses, regulatory bodies and security agencies
allowing them to monitor and analyze the content appearing on
different News, entertainment and sports channels.

Figure 1: Samples of Urdu Artificial Text in News Videos

The development of a textual content based retrieval system
includes a number of components. The candidate text regions are
first detected followed by fine localization of textual content. Text
is then segmented from background for further processing. In case
of videos involving text in multiple scripts, the script of detected
text needs to be identified as well [25] so that each script can be
processed by the respective recognition engine. Finally, keywords
of interest can be matched against predefined vocabularies and
videos can be indexed. Among these, the present study aims at the
text detection part; more specifically, we focus on artificial Urdu
text that appears in hundreds of television channel videos with
millions of viewers all over the world.
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This paper presents a system to detect occurrences of artificial
Urdu text in video frames. The effectiveness of textural features
based on Gabor filters and curvelet features is investigated to dis-
criminate between text and non-text regions. Features extracted
from text and non-text blocks are employed to train two classifiers,
an artificial neural network (ANN) and support vector machine
(SVM). Evaluations on a database of 1000 video frames reported
promising precision and recall as discussed later in the paper.

The paper is organized as follows. We first present a discussion
on the related work in Section 2. Details of the proposed framework
including feature extraction and classification steps are presented
in Section 3. Section 4 summarizes the experimental settings and
the realized results while conclusions are drawn in Section 5.

2 RELATEDWORK

Over the recent years, a wide variety of approaches have been pro-
posed for text detection, localization and extraction both in videos
and still images. The problem still remains challenging because of
complex backgrounds, various font sizes, low contrast and different
text orientations. The subsequent sections discuss the well-known
text detection methods proposed in the literature. These methods
are discussed into two main categories, supervised and unsuper-
vised methods.

In unsupervised approaches, image analysis techniques are ap-
plied and segmentation methods (edges, spatial grouping etc.) are
used to differentiate text from rest of the image. Generally, unsu-
pervised methods are classified into edge based (gradient based),
connected component based (region based), texture based, and color
based methods. Edge based methods [5, 12, 14, 20] exploit the high
contrast between text and its background by finding the edges in
an image. Regions of high edge density are then merged under
some heuristics to filter out non-text regions. Typically, an edge
detector (e.g. Sobel or Canny operator) is applied on the image to
find the edges which is followed by smoothing and morphological
operations. Connected component basedmethods [22–24, 28, 29] ex-
ploit the color/intensity of text pixels along with some geometrical
heuristics to distinguish text from the background. These methods
do not perform well in case of low contrast between text and the
background.

Texture-based methods [4, 7, 16, 35] consider textual content in
the image as a unique texture which distinguishes itself from the
non-text regions. Texture features are generally computed from
gray level images or by first transforming the image using filter-
ing or applying frequency domain transformations. A number of
studies [1, 8, 21] exploit different textural measures to detect and
validate text regions in an image.

In [33, 37, 38] color based methods are used to distinguish text
and non-text areas. These methods rely on the assumption that
text pixels and the background contain separate color clusters and
perform a color based segmentation to extract textual regions.

Supervised approaches for text detection [13, 34, 36, 40, 43] tend
to be more sophisticated than the unsupervised techniques and
to identify text and non-text blocks, machine learning methods

are used. However, these machine learning based methods require
significant training data to achieve acceptable classification rates.
Among recent supervised techniques, Naive Bayes classifier is em-
ployed in [9] while an artificial neural network (trained with fea-
tures based on local binary patterns (LBP)) is investigated in [3]. A
set of mid-level primitives to capture the sub-structures of charac-
ters (termed as ‘strokelets’) is used for text detection in [4] while a
character proposal network (CPN) for locating character proposals
is used in [42].

In addition to the traditional learning algorithms, a number of
recent contributions exploit deep learning techniques to detect (and
recognize) textual content in images and videos. Convolutional neu-
ral networks (CNNs) have been widely employed to detect both
artificial and scene text from videos [13, 15, 17, 31]. Such tech-
niques outperform conventional methods but are computationally
expensive and require huge amounts of training data.

3 PROPOSED SYSTEM

The proposed technique for detection of textual content relies on
two main steps, detection of candidate regions using image analysis
techniques and validation of detected regions using a trained model.
Figure 2 presents an overview of the complete system while each
of the processing steps is detailed in the following.

3.1 Detection of Candidate Text Regions

A series of image analysis operations is carried out on a video frame
to identify the candidate text regions. The image is converted to
gray-scale first which makes it independent of the color informa-
tion (Figure 3-a). It is known that Urdu text is mainly composed
of vertical strokes, consequently vertical edges in the image are
enhanced using the Sobel operator (Figure 3-b). To remove the false
and isolated edges, a horizontal window is employed to scan the
image and central pixel is replaced with the average gradient in
the window (Figure 3-c). This operation suppresses the isolated
gradients and enhances them in areas of high density (potential
text regions) [18].

To segment the candidate text regions, the average-gradient im-
age is binarized (using global thresholding as shown in Figure 3-d)
and run length smoothing algorithm is applied on the binarized
image to merge neighboring components together to form larger
components (Figure 3-e). Finally, a series of standard geometri-
cal constraints based on aspect ratio and area are applied on the
connected components to identify potential textual regions in the
image (Figure 3-f) [19].

The detected regions, in addition to the textual content, also con-
tain non-text regions exhibiting text-like properties. Conseuqently,
we validate the detected regions using a machine learning approach.
Features extracted from video frames comprising text and non-text
blocks are used to train classifiers to discriminate between the two
classes as discussed in the following.

3.2 Feature Extraction

The texture features are employed in our study include Gabor filters
and curvelets and are detailed as follows.
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Figure 2: Proposed Framework

Figure 3: Process of Text Detection and Localization (a): Gray

scale image (b): Gradient image (c): Average gradients (d): Bi-

narized gradients (e): RLSA alogrithm (f): Geometrical con-

straints

3.2.1 Gabor Filters. One of the widely used and popular textural
feature based filters are Gabor filters. Gabor filter shares similarities

with the visual cortex of mammalian cells. Mammals are able to
use bandpass and orientation selectivity as main characteristics
of their visual cortex cells which make them respond to specific
spatial frequency and direction.

These cortex cells are found in pairs with odd and even symmetry
respectively. Various image processing applications are developed
based on these similarities of Gabor filters and visual cortex. Fourier
transformation of 2D Gabor function can be written as follows.

д(x ,y; λ,θ ,ψ ,σ ,γ ) = exp(− x́
2 + γ 2ý2

2σ 2
)cos(2π x́

λ
+ψ )

Where:

x́ = x cosθ + y sinθ

ý = −x sinθ − y cosθ

The above equation shows that complex sinusoids are used to
define the product of a Gaussian function. Center frequency and
bandwidth of above mentioned filters are controlled using standard
deviation of two main components; Gaussian function and complex
sinusoid frequency.

In many applications, Gabor filters bank is prepared using with
different scales and orientations. With four scales and six orienta-
tions, a bank of Gabor filter can be seen in Figure 4 and the same is
employed in our study. The visual representation of the Gabor filter
bank used for feature extraction in our work is presented in Fig-
ure 5. Based on the combination of different orientations and scales,
we get 24 filtered images. We calculate the mean and variance of
each of the 24 images and place these values in two matrices. FFT
is then applied on the mean and variance matrices to generate 48
dimensional feature vector.

3.2.2 Curvelet Features. Curvelet transformwas first introduced
in 2000 by Candes and Donoho [6] and is known to be an enhanced
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Figure 4: Gabor Filter Bank of different Scales and Orienta-

tions [32]

Figure 5: BankGabor Filters with 4 Scales and 6Orientations

edge representation as compared to the wavelet transform. The ini-
tial version of curvelets was redesigned and then introduced as Fast
Digital Curvelet Transform (FDCT). The wavelet transform is con-
strained in its orientations and curved singularity representations.
Curvelet transform is a generalization of the wavelet transform in
higher dimensions which aids in representing images at various
scales and angles [10]. Figure 6 shows a sample Curvelet Transform
applied to an Urdu word image.

Curvelets are known to be effective as a feature descriptor for
images containing textual occurrences as observed in [2, 11, 26].
In our study, we exploit the curvelet transform to discriminate
between text and non-text regions. Pixels in the close proximity of
one another give rise to edges, the strokes of text in our case. The
2D Fast Fourier Transform (FFT) of the curvelet transformed image
is taken and the frequency plane obtained is partitioned into radial
and angular divisions.

In our implementation, we applied the curvelet transform using
10 curvelets producing 10 values. Combining the Gabor and curvelet
features generates a 58 (48+10) dimensional feature vector.

Figure 6: Curvelet Transform applied to an image

3.3 Classification

For classification, two state-of-the-art classifiers namely Support
Vector Machine (SVM) and feed forward Artificial Neural Network
(ANN) have been employed. Gabor and curvelet features are used
to train these classifiers and results are reported on the individual
as well as combined features as discussed in the following section.

4 EXPERIMENTS AND RESULTS

Experiments are performed on a custom developed dataset com-
prising 2000 video frames from various News and entertainment
channels. A Software tool was developed for ground truth labeling
of the video frames generating an XML file (Sample XML file shown
in Figure:7) containing information on the location of each text line
along with the actual textual content. A screenshot of the labeling
tool is shown in Figure 8. Text and non-text regions of 1000 im-
ages were used to train the classifiers for the validation step while
1000 frames were employed as the evaluation set. For performance
evaluation, area of text (in terms of number of pixels) is used to
compute precision and recall. Let AC be the text area detected by
the system and AG be the true area of text, then Precision and
Recall are defined as follows.

Precision =
AC ∩AG

AC

Recall =
AC ∩AG

AG
Table 1 summarizes the precision and recall values realized us-

ing the Gabor and curvelet features (and their combination) with
ANN and SVM classifiers. It can be seen from the realized results
that Gabor filters report better precision and recall measures as
compared to the curvelet features. This may be attributed to the
relatively low dimensionality of curvelet features (10) as compared
to that of Gabor features (48). The performance improves when
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Figure 7: XML File of a Labeled Frame

Figure 8: Ground Truth Labeling Tool

both the features are combined. Comparing the performance of the
two classifiers, SVM reports better results as compared to ANN.
The best performance reads a recall of 0.89 and a precision of 0.72
with SVM classifier and a combination of both the features.

Table 1: Detection Performance on 1000 video frames

Classifier

ANN SVM

Features Precision Recall Precision Recall

Gabor 0.66 0.78 0.68 0.83
Curvelets 0.59 0.72 0.61 0.77
Combined 0.69 0.85 0.72 0.89

While detection of text from video frames is a mature area of
reserach, limited literature is available when it comes to Urdu text.
We compare the performance of the proposed textural measures
with our previous work that employed gray-level co-occurrence
matrices (GLCM) for recognition of text and non-text chunks [19].
Furthermore, we also summarize the performance of well-known
text detection systems that work on Arabic text as both Arabic
and Urdu share many common characteristics. The comparison is
presented in Table 2. The only work that reports quantified results

on detection of Urdu text is presented in [19], a multi-lingual system
that, in addition to other scripts, also considers Arabic and Urdu.
On 200 frames with occurrences on Urdu text, the system reports a
precision of 0.65 and a recall of 0.80. Among studies on Arabic video
text, Zayene et al. [41] reports the best performance wih precision
and recall values of 0.83 and 0.85 respectively on a large dataset of
1843 video frames.

Table 2: Evaluation of Text Detection Methods

Method Frames Script Precision Recall

Epshtein et al. [7] 425 Arabic 0.53 0.36
Zayene et al. [27] 425 Arabic 0.67 0.73
Jamil et al. [19] 200 Arabic 0.66 0.85
Zayene et al. [41] 1843 Arabic 0.83 0.85
Jamil et al. [19] 200 Urdu 0.65 0.80
Proposed Method 1000 Urdu 0.72 0.89

5 CONCLUSION AND FUTUREWORK

We presented an effective method for detection and validation of
artificial Urdu text appearing in video images. A series of image
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analysis techniques is first applied to identify the potential text re-
gions. These regions are later validated using two classifiers trained
to distinguish between text and non-text regions using textural
measures. Experiments on a custom developed database reported
promising precision and recall values. In our future study on this
subject, we intend to develop a video OCR to recognize the detected
textual content. This will lead to the development of a complete
textual content based video indexing and retrieval system, espe-
cially targeting Urdu text. We also intend to extend the system to
incorporate processing of audio streams so that indexing can be
carried out on spoken (key) words as well.
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