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ABSTRACT 
 

Millions of users share resources and send and receive data daily through Internet. However, they are certainly at 
risk of data theft and other attacks due to this connectivity. Researchers are showing increasing trends in security 
related attacks. Network security has thus become one of the most active research fields. Intrusion Detection 
Systems (IDS) are commonly used for detection of attacks in a Network due to its ability to detect unknown attacks. 
Many techniques, ranging from statistical approaches to Artificial Intelligence (AI) based approaches have been 
presented in literature. AI based techniques have gained a lot of popularity in research community due to its various 
benefits. In this paper, we present a survey of Intrusion Detection Systems based on machine learning techniques.  
KEYWORDS: ANN, Markov Model, Bayesian Network, Intrusion Detection System 
 

I. INTRODUCTION 
 

With the emergence of internet, resource sharing has become very easy and has created many interesting 
possibilities. However, this ease of use has its price; security related attacks are increasing day by day. Network 
security has, therefore, taken center stage in the research community to protect the system from intrusion activities. 
IDS have undergone significant growth recently due to its importance in network security. Unwanted network 
activities over the network have increased significantly. This has resulted in the spur of research activities aimed at 
the development of intelligent intrusion detection system to protect the network. Network security techniques range 
from Cryptography, firewall to Intrusion Detection Systems (IDS). Previously, network security systems were rule-
based which can detect only specific events. However, the nature of attacks keep on changing which requires an 
intelligent and adaptive systems to detect variety of attacks that deviate from normal usage of networks.  Recently, 
IDS have gained popularity due to its flexibility and detection of unknown attacks. IDS is an area which 
incorporates techniques from various disciplines. 

Artificial Intelligence (AI) is a field of study which tries to make intelligent machines. AI is widely used in 
many fields including intrusion detection. AI based techniques include machine learning approaches, genetic 
algorithm based techniques, fuzzy logic based approaches and data mining based algorithms. Machine learning 
based techniques have shown promise and are very successful in accomplishing tasks related to intrusion detection. 
The incorporation of machine learning concepts in intrusion detection systems is appealing as existing techniques 
are not able to cater for the unknown and increasingly complex nature of security requirements in networks.  

The beauty of machine learning is that it can deduce new information from the previously seen data. The 
objective of this research paper is to provide an in depth study of various techniques of intrusion detection which are 
based on machine learning. 

The remainder of this paper is organized as follows; Section 2 of this paper provides a brief introduction of 
IDS. Section 3 introduces ANN and approaches of ANN for IDS. Discussion of Bayesian Networks and its 
techniques for IDS is covered in Section 4. Markov Model is described in Section 5. Section 6 discusses results of 
different schemes. The last section concludes the discussion. 
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Figure 1: Taxonomy of Machine Learning based IDS 
 

II. INTRUSION DETECTION SYSTEM 
 

Intrusion Detection System is considered as a second line of defense in network Security. It is a class of 
application which detects, prevent and can take action against certain attack. In a generalized architecture [1],the 
IDS have a data storage unit and data analysis unit which take the decision of intrusion. The data to these units is fed 
by a monitoring unit which captures the data and forwards it to these units. Based on the result from data analysis 
unit, IDS can alert the administrator about the intrusion or can take action on its own. IDS can be categorized in to 
various categories. 

On the basis of data storage, the IDS can be categorized as host based IDS which monitors a single host or it 
can be Network based IDS which monitors a certain network. On the basis of data processing, the IDS can be 
categorized as Signature based IDS which matches the attack signature with that of stored pattern or anomaly based 
IDS which makes a certain profile of a system and on the basis of deviation from a threshold can identify normal or 
abnormal traffic. Taxonomy of IDS can be Active IDS if it takes action on its own against anomalous entity or a 
Passive IDS which will only alert the Administrator about the anomaly. 

 
Figure 2: Architecture of IDS 

 
III. ARTIFICIAL NEURAL NETWORK (ANN) 

 
ANN is branch of AI which mimics human nervous system. The major component of ANN is neuron which 

applies certain function on input values and gives an output. The beauty of ANN is that it can tolerate imprecise data 
and can learn even if there are irregularities in the data. 

In IDS, ANN is used for predicting a user’s behavior. For this task, we feed data related to attacks and normal 
traffic using which ANN learns the characteristics of normal and abnormal traffic in training phase. The network 
adjusts its parameters to generate representation of normal and abnormal behaviors. Variety of neural networks 
based approaches have been proposed in literature [2-4]. These approaches can be further classified as supervised 
and unsupervised techniques. Cunningham and Lippmann [2] used key words related to attacks for intrusion 
identification. They searched these key words in the network audit data through which the decision regarding 
anomalous data was taken. Kayacik et.al [3] used Self Organizing Maps (SOM) for identification of intrusive data. 
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They employed a three layer SOM model for intrusion detection. The first layer employs some basic TCP protocol 
features. The second layer integrates the results of first layer in to a single view and third layer provides the output 
which classifies the event as normal or intrusive. Sarasamma et.al [4] proposed another SOM-based intrusion 
detection approach based on some selected attributes of dataset such as Protocol, Service, srcBytes, dstBytes, etc. 
Min Li et. Al [5] presented SOM based intrusion detection by creating special SOM for each feature. Each special 
SOM identifies a specific intrusion. Mortezaet.al [6] presented an intrusion detection system based on Adaptive 
Resonance Theory (ART)which is an unsupervised approach. They also compared their results with SOM based IDS 
and showed that their scheme performs better than the SOM based schemes. Yatimet.al [7] advocated the use of 
back propagation ANN for intrusion detection. On the contrary, Nabil et. al [8] proposed a feed forward neural 
network to identify intrusions. Ramakiet.al [24] used an ANN based IDS which incorporate correlation of alerts 
generated by IDS. Their scheme provides excellent results in distributed environments where one needs to provide a 
true picture to system administrator regarding the intrusion. Jahanbani et. al [25] proposed a feed forward based 
ANN based on a self organizing feature map. The focus of their scheme is training the ANN with abnormal traffic, 
unlike other schemes which use normal traffic, for this purpose. This scheme provides excellent results in 
comparison to other ANN based schemes.Alrajehet.al [28] proposed an IDS for wireless sensor networks based on 
ANN. The focus of the paper is the detection of energy exhaustion attack. Their scheme provides up to 95% 
detection rate for the said attack. A genetic algorithm based intrusion detection approach is proposed in [33]. The 
proposed system operates by capturing firewall entries as the features to monitor network activities. The proposed 
system achieves an accuracy of more than 95% in the detection of malicious connections. However, heavy resource 
requirements make this approach unsuitable for Wireless Sensor Networks (WSN). 

Among the various approaches based ANN for intrusion detection, SOM based approach is very popular due to 
its high accuracy and short learning time. However, emphasis is also given on back propagation based techniques 
recently which improve the accuracy of the IDS. 
 

IV. BAYESIAN NETWORK 
 

Bayesian Network (BN), also referred to as Probabilistic Graph Model, is used to represent random variables 
and their relationships. More specifically, each random variable in a BN is represented by a node whereas their 
dependencies are represented by edges between them [23]. BN are widely used in Machine Learning, Speech 
Recognition and Bio informatics etc. BN are used in combination with some statistical techniques for intrusion 
identification. 

Pearl & Russell [9] described Bayesian Network as graphical model for multivariable analysis. Various 
researchers have proposed IDS based on Bayesian Network. Krugelet.al [10] proposed an  IDS which used multi-
sensory approach from where data is aggregated and a single alarm is generated for intrusion identification. They 
created an event classification schemed which is based on BN. Johanssen and Lee [11] presented a simple model 
based on Bayesian Networks which learn from normal and intrusion data in the form of matrices. They used this 
model of normal and intrusive data for intrusion detection. Puttiniet.al [12] used Bayesian networks approach for 
intrusion detection that require human expert to check intrusion and normal behavior. XU and Shelton [13] used 
Continuous Time Bayesian Network for detecting intrusion. Their model incorporates system calls from Sun Solaris 
Security Module. They have identified three important attributes header, subject and return of a system call and used 
the same for intrusion detection. Liang et.al [14] proposed a technique which combines Naïve Bayes with decision 
trees. They claim to achieve one of the best results in IDS using Bayesian schemes. Mukherjee et. al [25] proposed 
an architecture for IDS which is based on Naïve Bayes Classifier. Their approach implies feature vitality based 
reduction and use 24 out of 41 features of KDD CUP dataset. Their results are comparable to the results of other 
schemes. Mukherjee et al. [26] focused on Remote to User (R2L) attack which is one of the most sophisticated 
attacks on computer network. They perform feature reduction and employ Bayesian classifier on compress feature 
space representation. The authors used 3 features (count, serror_rate, Srv_diff_host_rate) out of 41 features of KDD 
CUP dataset for intrusion identification. Their scheme provides one of the best results in detecting R2L attacks. 
The major problem with Bayesian based approach is that it is a computationally expensive process which requires extra 
power and tends to be slow because of a large No. of features and their relationships in the intrusion detection datasets. 
 

V. MARKOV MODEL 
 

Markov Chaining is a stochastic process in which there is a chain of states and each state is dependent on its 
previous state. The change of state is governed by various probabilities associated with it. Hidden Markov Model 
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(HMM) is a double stochastic process where states are unobservable. The change in transition creates a chain known 
as Markov chain. For learning normal behavior an expectation maximization algorithm is used in HMM. 

In Markov Chaining for intrusion detection, a set of variables with some probabilities and state transitions are 
estimated from sample training data. In detection stage, the data is checked against these probabilities and on the 
basis of a certain threshold, decision regarding normal and abnormal traffic is taken. Jalilzadehet.al [30] defines that 
Markov Chaining is a process which runs at discrete time intervals and exhibits markovian chain property. Due to its 
flexibility and simplicity it has gained popularity in many domains. Markov Chaining is widely used for intrusion 
detection. Most schemes based on this model inspect packet headers in order to identify intrusion. PHAD (Packet 
Header Anomaly Detection) [15] and ALAD (Application Layer Anomaly Detection) [16] are based on this 
approach. PHAD checks 33 fields in protocols of all the layers and assign anomaly score to each field. These scores 
are then combined to yield net anomaly score. However, the problem with PHAD is that it assumes independence of 
features which is normally not the case. Similarly, ALAD learns normal behavior of protocols on application layer 
of the network. The packet which deviates from normal behavior with a certain threshold is identified as suspicious. 
Yeunget.al [17] proposed a model based on sequence of system calls especially shell based calls in Unix 
environment. Srivastavaet.al [18] proposed a HMM based scheme which is used for fraud detection and provide 
interesting insight in HMM  based anomaly detection. 

Yi Xie and Shun Zeng [19] proposed a scheme for observing a user’s browsing behavior based on Semi 
Markov model. Their approach identifies Distributed Denial of Service attacks (DDoS) attack on a target website. 
Ariu et al. [20] proposed HMM PAYL which is an IDS based on n-gram based approach which uses frequency 
distribution in protocol’s payload for intrusion identification. Rafi et. al [23] combined HMM with Clustering for 
intrusion identification which gives promising results. Wang et. Al [21] provided a good survey about the HMM 
techniques applied on the domain. They have advocated incorporation of statistical techniques such as Rough Sets 
and ANN. Markov models are best suited for intrusion detection if the mechanism for checking system calls is 
implied. Bao et. al [29] proposed an IDS for Mobile Ad Hoc Network (MANET) based on HMM. Their scheme is a 
cluster based scheme which gives concept of Trust based intrusion detection. The authors claim that trust based IDS 
is better than other IDS schemes. Anari et. al [31] focuses on intelligently predicting user behavior using Markov 
Chaining process. The authors claim that their results are better than ANN for student behavior prediction. 
 

VI. COMPARISON OF DIFFERENT APPROACHES 
 

Intrusion Detection is a non-trivial task. Many researchers have worked and proposed various IDS based 
schemes. These schemes range from Networks to Machine learning approached and fuzzy rules etc. Although many 
sophisticated approaches have been proposed, no system can reliably detect all intrusive activities. Table 1 presents 
a comparative analysis of various machine learning based IDS schemes. 

ANN based approaches provide a very high success rate for intrusion identification. The beauty of these 
approaches is that it require less training time and their resource requirement are not too high which makes it 
feasible to even apply on those devices which have low computation power. Bayesian Network based approaches 
perform well but their accuracy is less than the approaches of ANN. Further, they require very high computing 
resources but their training time is very low as compare to ANN based techniques. Another reason for low 
accuracies of Baeysian techniques is their assumption of feature independence which is normally not the case. 
Techniques based on HMM provide accurate results which are comparable to ANN. However, HMM based 
approaches are computationally expensive especially in terms of training time. Most of the HMM based IDS 
techniques work in offline mode in the training stage. However, some recent work has suggested optimizations in 
HMM techniques through which training time can be reduced and online training is possible. HMM based 
techniques are extremely popular in host based environments where system calls are monitored. On the basis of 
CPU utilization and other resource consumption, HMM techniques can effectively identify intrusions. Kumari et al. 
[34] has presented comparison of variety of classifiers including Decision Tree, Naïve Bayes, k-Nearest Neighbor 
and Support Vector Machines (SVM). They found the performance of decision trees and k-NN better than other 
classifiers on NSL-KDD dataset. 

Latest trend in research shows that more researchers are now focusing on hybrid approaches that combine 
variety of approaches to identify intrusions based on outputs from multiple IDS. Further classical data mining based 
approaches such as classification, clustering and association rules mining are also incorporated thus effectively 
creating a hybrid IDS which can be effective as well as adaptive.  
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Type Name Dataset Accuracy Training Time Resource 
Requirements 

Artificial Neural 
Network 

Back Propagation 
(Yatimet. al) 

 
RLD 2009 

98.6% Very High High 

SOM (Li Min et. al) Sendmail 
UNM 

95% Low High 

ARTNet (Aminiet. al) Sendmail 97.19% Very Low Low 
Bayesian 
Network 

Simple Bayesian 
Network 
(Krugelet. al] 

MIT Lincoln 
Lab 

89% Low Very High 

Naïve Bayes KMUTT 
2009 

79% Low Very High 

Naïve Bayes + DT 
(Shengliet. al) 

-------- 97% High High 

Markov Model HMM (Mahoney) DARPA 1999 71% High Very High 
MultiLayer HMM 
(Ariuet. al) 

KDD 99 98.3% High Very High 

HMM with Clustering 
(Rafi et. al) 

KDD 99 98.5% High Very High 

Table 1: Comparison of various Machine Learning based IDS schemes 
 

VII. CONCLUSION AND FUTURE WORK 
 

Machine learning is a domain of AI which is used vastly in many areas of computer science. Machine learning 
based intrusion detection techniques exhibit very good performance and their accuracy is very high. At the same time, 
they perform extremely wellin the presence of novel attacks and security issues introduced by the attackers to disrupt 
the network operations [32].This paper provides an in depth review of Machine Learning approaches used in IDS. It 
provides a solid understanding of the major techniques and approaches thus providing a basis for further research in 
this area. We are planning to further investigate intrusion detection approaches which incorporate ANN, BN and HMM 
based techniques together. Similarly, we plan to look into other AI based techniques including data mining approaches 
that can provide better results in the field of intrusion identification in the presence of novel attacks. 
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