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Abstract 

This work presents a language independent keyword based document indexing and retrieval 

system using SVM as classifier. Word spotting presents an attractive alternative to the traditional 

Optical Character Recognition (OCR) systems where instead of converting the image into text, 

retrieval is based on matching the images of words using pattern classification techniques. The 

proposed technique relies on extracting words from images of handwritten documents and converting 

each word image into a shape represented by its contour. A set of multiple features is then extracted 

from each word image and instances of same words are grouped into clusters. These clusters are used 

to train a multi-class SVM which learns different word classes. The documents to be indexed are 

segmented into words and the closest cluster for each word is determined using the SVM. An index file 

is maintained for each word containing the word locations within each document. A query word 

presented to the system is matched with the clusters in the database and the documents containing 

occurrences of the query word are retrieved. The system realized promising precision and recall rates 

on the IAM database of handwritten documents. 

Key Words:  Word Spotting, Handwritten, Image processing, SVM,Optical Character Recognition 

(OCR) 

 

1. Introduction 

Information retrieval in textual document 

images has been an active area of research for the last 

three decades [1, 2]. Ease in information retrieval 

enhances the importance and value of digitized 

corpus manifolds. Optimized and robust systems are 

being designed to cater for the diverse challenges to 

make automated information retrieval more efficient 

and reliable. Handwritten documents are the most 

challenging of the lot as there exists a vast diversity 

in handwriting styles across different individuals. 

Optical Character Recognition (OCR) that yields 

high recognition rates in case of printed documents is 

yet to mature for handwritten text. Word spotting is 

an interesting alternative to traditional OCR systems 

and has been effectively employed to match word 

images at various levels to retrieve similar words to a 

given query image. The basic technique is to extract 

features from handwritten documents which should 

be robust to various writing styles and then apply 

supervised classification by employing classifiers like 

Neural Networks [3, 4] or Support Vector Machine 

(SVM) [5, 6] for grouping similar words together. 

Word spotting systems are especially effective 

in the context of digital libraries. The process of 

digitization of paper content in libraries naturally 

needs to be complemented with efficient and 

effective retrieval systems. In situations where the 

content cannot be converted into text, word spotting 

could be employed for retrieval purposes. Likewise, 

the historical manuscripts which suffer from 

degradations and noise, can also be effectively 

retrieved against a query word using word spotting 

techniques. Such documents are hard to segment and 

recognize and word spotting is the most effective 

retrieval technique for such documents. Since word 

spotting treats each word as an image, word spotting 

systems can also be adapted into more general image 

retrieval systems. 
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Various word spotting systems have been 

proposed in the literature that can be categorized into 

two major classes based on the level of matching. 

These are holistic methods and analytical methods. 

Holistic techniques (sometimes also called 

segmentation-free techniques) consider word as the 

basic unit. A number of techniques depending on the 

type of document/handwriting are employed to 

extract words from the images. Features are defined 

at word level and matching is carried out using 

different similarity measures to retrieve similar words 

to the given query. Holistic approach is more useful 

when segmenting the word into characters or other 

small units is not feasible as is the case in most 

handwritten documents and has been widely studied 

in the literature [7-18]. 

In analytical (segmentation-based)techniques, a 

word is further segmented into characters or other 

sub-units like partial words [19] S-characters [20] or 

graphemes [21] etc. Extracting features at this lower 

level captures more intrinsic information of the word 

[22]. However, due to segmentation issues, analytical 

techniques are more difficult to use for handwritten 

text as compared to the printed text [23]. Variants of 

analytical techniques have been employed by a 

number of researchers [24-30] for word spotting and 

similar related problems. 

Both the techniques, holistic and analytical, 

have their pros and cons and it is very difficult to 

compare the two as the comparison becomes 

subjective to the type of documents and data set. In 

general, holistic techniques are preferred for highly 

cursive scripts while analytical techniques are more 

useful for scripts which offer lesser segmentation 

challenges. 

This paper presents a novel font independent 

word spotting based indexing and retrieval system for 

handwritten documents. A set of documents 

segmented into word images is used to generate a set 

of word clusters (semi-automated algorithm based on 

closest match) which serves as a reference base. A 

multi-class support vector machine is trained on the 

word clusters using a set of statistical features. The 

words in the documents to be indexed are matched 

with the clusters and an index file is maintained for 

each cluster comprising information on the 

occurrences of words in different documents. During 

retrieval, a query word image presented to the system 

is matched against the stored clusters to retrieve all 

documents containing instances of the query word. 

This paper is organized as follows. In the 

following section we present in detail the proposed 

indexing and retrieval methodology. Section 3 

describes the implementation methodology for 

cursive Urdu text to show script independence of the 

method. Section 4 presents experimental evaluations 

conducted to validate the proposed methodology 

along with an analysis of the results realized. Finally, 

we conclude the paper with some ending remarks. 

2. Proposed Methodology 

The proposed indexing and retrieval 

methodology relies on two main phases.In the first 

phase, words extracted from a set of documents are 

grouped into clusters using a semi-automated 

clustering technique. Features extracted from the 

word clusters are then used to train a multi-class 

SVM that learns to discriminate between different 

word classes (Figure 1a). 

 
(a) 

 
(b) 

Fig. 1 (a): Generation of word clusters/reference 

base(b): Indexing and retrieval 

The second phase comprises indexing and 

subsequent retrieval of documents. During indexing, 

the documents to be indexed are pre-processed and 

word segmentation is carried out. Each of the 

extracted words is classified into one of the word 

classes (clusters) in the reference base and the index 
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file of the respective cluster is updated. During 

retrieval, a query word image presented to the system 

is matched with the clusters in the database and the 

index file of the matched cluster is used to retrieve all 

the documents containing instances of the query 

word. The overall indexing and retrieval process is 

summarized in Figure 1b while each of these steps is 

detailed in the following sub-sections. 

2.1 Segmentation  

As opposed to printed text, segmentation of 

words from handwritten text presents a more 

challenging problem. The main difficulties arise due 

to varying writing styles of different authors, non-

uniform inter and intra word spacing, slanting lines 

and irregular placement of punctuation marks. 

As a first step, the document image needs to be 

binarized. Since we consider contemporary images of 

handwriting, a global thresholding with Otsu’s 

algorithm is employed to binarize the image. For 

extraction of words, we first apply the region filling 

algorithm on the binarized image of handwriting to 

fill the loops in characters. The horizontal Run 

Length Smoothing Algorithm (RLSA) is then applied 

to merge characters in a word into a single connected 

component. The RLSA threshold is chosen to be 

large enough to join characters within a word and 

small enough not to merge neighbouring words.  

Major issues with RLSA based word 

segmentation include merging of words across 

different lines and fusion of punctuation marks with 

the word. These issues are addressed using a set of 

heuristics on the area and position of the detected 

bounding boxes. Figure 2a illustrates the steps 

involved in RLSA based segmentation while 

segmentation of words from a sample document 

image is illustrated in Figure 2b. Overall 97% 

accuracy has been achieved using varying 

segmentation algorithms. 

2.2 Feature Extraction 

Process of Transforming Words into Shaped 

Images. Feature extraction is considered the most 

critical step in a pattern classification problem that 

aims to find a characteristic representation of patterns 

under study (words in our case). In order to cater the 

varying writing styles of different writers, we 

propose conversion of words into shapes, eliminating 

the unnecessary intra-word white spaces and 

smoothing the word boundaries. Our proposed idea 

of treating words as shapes arises from the 

observation that (the space normalized) boundary of a 

particular word results in more or less the same shape 

even if it is written in different writing styles. We, 

therefore,treat each word as a shape and employ 

shape matching techniques for document retrieval. 

 

(a) 

 
(b) 

 
(c) 

Fig. 2 (a):Common problems in handwritten 

documents (b) Process of RLSA based word 

segmentation (c): Words segmented from a 

sample image 

Determination of Baseline after Removal of 

Extra White Spaces. For each extracted word, the 

empty columns between different components are 

eliminated and the baseline (row with maximum 

number of text pixels) of the word is determined. 

InterJoining the Components Dynamically.  

All the components in a word are then joined together 



Pak. J. Engg. & Appl. Sci. Vol.19, July, 2016 

 66 

by a horizontal line passing through the baseline. 

Loops and gaps in characters are filled by applying 

the morphological region filling algorithm to the 

word image and finally the contour of the word is 

extracted hence representing each word as a unique 

shape. Figure 3 illustrates an example of a word 

extracted from a document and converted into shape. 

  
 (a) (b) 

   
 (c) (d) 

Fig. 3 Conversion of word to shape (a): Original 

image (b): Blank columns removed (c) 

Closed image with dynamic base line joined 

(d): Contour of the word shape 

Contour information forms the basis of our 

shaped word. Now instead of applying set of features 

on each and individual character, a shaped word 

which is connected in a fixed pattern is used to 

extract features. Apart from conventional features 

(used mostly on words / characters and hardly used in 

shapes) we have also added new features capturing 

the change in area of a shaped word thus enhancing 

feature vector for more robust and efficient matching. 

We have chosen to employ a set of features capturing 

the shape information like local orientations, 

curvatures, geometry and other shape descriptors. 

These features are detailed in the following. 

2.2.1 Chain Code Features (f1) 

Chain codes have been applied to a number of 

shape recognition problems with varying degrees of 

success. In case of document recognition, chain codes 

have been applied to problems like writer 

identification and verification [21, 31], character and 

word recognition [32, 33, 34, 35], classification of 

writing styles [36] and handwriting based 

characterization of writer demographics [37]. In our 

case, we exploit the chain code representation of the 

contour of the word shape to extract local orientation 

and curvature information. The contour is represented 

as a string of Freeman chain codes and a histogram of 

these codes is computed to be used as a feature. The 

normalized histogram of chain codes represents the 

distribution of local orientations where the dominant 

orientations are reflected as peaks in the histogram. 

To capture the local curvature information from 

the contour, we compute a 2D histogram of chain 

code pairs where the entry (i,j) of the histogram 

represents the probability of finding the pair (i,j) in 

the contour representation of a word. Extending the 

same idea further, a 3D histogram of chain code 

triplets is also computed and is normalized to be used 

as a feature [21, 31]. Figure 4 illustrates an example 

word and the corresponding histogram of chain codes 

(Figure 4a) as well as the 2D histogram of chain code 

pairs (Figure 4b). 

 

   
 (a) (b) (c) 

Fig. 4 An example word and (a): Histogram of 

chain codes (b): Histogram of chain code 

pairs (c): Polygonized contours 

2.2.2 Polygon Features (f2) 

In addition to the chain code representation, the 

orientation and curvature information of a word is 

also captured by approximating the word shape by a 

polygon. Polygonization of word contours not only 

represents a distant scale of observation but the 

computed features are also more robust to distortions 

as compared to the chain code based features. The 

sequential polygonization algorithm presented in [38] 

is applied to the contour of a word to represent it by a 

set of line segments (Figure 4c). The slope of each 

segment and the curvature (angle) between each pair 

of neighbouring segments are computed and their 

distributions are used as features. In addition to these 

distribution, length weighted distribution of the 

segment slopes (curvatures) is also calculated where 

each bin of the histogram is incremented by the 

length(s) of the segment(s) having a particular slope 

(angle). These distributions are then normalized to 

have a sum of 1 and are used as features in 

characterizing a shaped word [31, 37]. 
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2.2.3 Pixel Density Features (f3) 

These features capture the pixel density 

information in different zones of a word. To compute 

zone based features (f3), a word is divided into four 

sub-images by placing a 2x2 grid on the image. For 

each zone, the proportion of pixels with respect to the 

total number of text pixels in the segmented word is 

computed. 
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With Ni being the number of pixels in zone i. 

2.2.4 Profile Features (f4) 

Profile features have been very effectively 

applied to a number of recognition problems [20, 19]. 

Among various profile features, upper and lower 

profiles have been most widely employed. Upper 

profile is computed by finding, in each column, the 

distance of the first text pixel from the top of the 

bounding box of segmented word. In a similar 

fashion, the lower profile is calculated by finding the 

distance of the last text pixel from the top of the 

bounding box. Both the profiles are normalized by 

dividing them by the height of the segmented word. 

The dimension of upper and lower profile is the same 

as the number of columns (width) of the shaped 

word. Typically, profiles are matched using the well-

known Dynamic Time Warping (DTW) method [10]. 

In our implementation, however, we keep the mean 

and standard deviation of each profile giving a four 

dimensional profile featuref4. 

2.2.5 Projection Features (f5) 

Horizontal and vertical projections of a shaped 

word are computed through summation of total 

number of text pixel in each row (column) of the 

shaped word. The projections are then normalized by 

division with the width (height) of the image. Similar 

to profile features, we compute the mean and 

standard deviation of the horizontal and vertical 

projections and employ them as features. 

2.2.6 Zone based Orientation Features (f6) 

Similar to the orientation features computed 

from the polygonzied contours of a word, we also 

compute the local orientation information in small 

zones of the word. The word image is converted into 

skeleton and is divided into 9 (3 × 3) equal sized 

windows. Features are then extracted from each zone 

of the word. These features include the number of 

horizontal, vertical, left diagonal and right diagonal 

lines. In addition, we also compute the normalized 

length of all horizontal, vertical, left diagonal and 

right diagonal lines and the normalized area of the 

word skeleton. 

2.2.7 Shape Descriptors (f7) 

These features capture the shape properties of 

the word image and include the well-known Hu 

moments, Euler number, the ratio of total number of 

ink pixels to the total number of pixels and 

eccentricity of the shape. 

2.2.8 Delta Features (f8) 

Apart of conventional features, new set of 

features has also been introduced. These features are 

aimed at capturing the information on loops, holes 

and overall structure of the word. Morphological 

closing is applied on the image to close holes and 

gaps and the (normalized) difference in area between 

the original and the closed word image is computed. 

This value is relatively high for words with loops and 

holes and serves to discriminate them from other 

words. In addition, to capture the general structure of 

the word, we iteratively apply morphological dilation 

on the word image with 4 different structuring 

elements (shown in Table 1) and the percentage 

change in area of the word between two successive 

dilations is used as feature. 

Table 1   Structuring elements used for dilation 

  

 
 

 

The difference in area between two successive 

iterations of dilation (with one of the structuring 

elements) on three sample words is illustrated in 

Figure 5a while the respective percentage area 

changes for the three words are presented in Figure 

5b. In all cases, the increase in area is relatively 

higher for the initial iterations and stabilizes 

gradually as the number of iterations increases. 
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Depending upon the characters within a word, the 

change in area of the word is different and can be 

exploited to characterize the word. In our 

implementation, we carried out 6 iterations of 

dilation giving a total of 24 features for the four 

structuring elements. 

   
Original Images 

   

Iteration 1 

   
Iteration 3 

   
Iteration 5 

(a) 

 

(b) 
Fig. 5 (a): Change in area of words after dilation 

with one of the structuring elements (b): 

Percentage change in area of three words as a 

function of number of dilation iterations 

2.3 Clustering of Words 

Prior to indexing of documents, clusters of 

words need to be generated where each cluster is 

intended to contain multiple instances of the same 

word to capture the writer-dependent variations 

within a word. This clustering is carried out offline, 

serves the subsequent steps of indexing and retrieval 

and can be manual, automatic or semi-automatic. In 

our implementation, we have employed two varying 

techniques, one is dynamic and second one is semi-

automated. For Urdu Language which is extremely 

cursive, dynamic clustering has been applied and for 

English text we have experimented using semi-

automated technique.  In both techniques, clusters 

generated are manually corrected prior to indexing, if 

deemed necessary. 

Table 2 summarizes all the features considered 

in our study along with the dimension of each. 

Table 2 Summary of features 

Feature Description Computed 
From 

Dimension 

f1 Chain Code based 
features 

Shaped Word 615 

f2 Polygon Features Shaped Word 42 

f3 Pixel Density 
Features 

Shaped Word 4 

f4 Profile Features Original 
Word 

4 

f5 Projection 
Features 

Original 
Word 

4 

f6 Zone based 
Orientation 

Features 

Skeleton of 
Word 

55 

f7 Shape Features Shaped Word 10 

f8 Delta Features Original 
Word 

25 

Total 759 

 

Clustering in English Text.  To generate word 

clusters, we take samples of 20 document images, 

segment each image into words and represent each 

word by a feature vector as discussed in the previous 

section. We have employed a sequential clustering 

algorithm [31, 39] which does not require a priori the 

number of clusters. We start by randomly picking a 

word and assuming it to be the mean (representative) 

of the first cluster. For each subsequent word, we 

compute its distance with the centre of each cluster 

and chose the nearest cluster as a potential candidate. 

If the distance of the word in question to the nearest 

cluster is below an empirically determined threshold, 

the word is assigned to this cluster and the cluster 

mean is updated. In case the distance does not fall 

below the predefined threshold, a new cluster is 
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created with the word in question as the mean of the 

newly generated cluster. This process is repeated 

until all the words have been assigned to a cluster. 

The most significant of short coming of the used 

clustering algorithm is that the generated clusters are 

sensitive to the order in which the words are 

presented to the algorithm. However, it should be 

noted that the objective of clustering is to generate an 

approximate set of word classes which are manually 

corrected prior to indexing. Hence, the performance 

of the overall system is not sensitive to this clustering 

step. 

Executing the mentioned clustering algorithm 

on the sample images, we get a total of 136 clusters. 

These clusters, naturally, contain some errors which 

are corrected manually. Similarly, clusters with less 

than 5 elements are removed. After refinement, we 

come up with 88 clusters containing a total of 941 

words. These clusters are then employed to train the 

SVM based classifier which is used to index the 

given set of documents. An example from a sample 

cluster is given below. It contains word ‘bordered’ in 

varying styles and written by different writers. Index 

file is also maintained alongwith clusters which 

contains information of location of this word in 

different documents. 

 

Fig. 6 A sample cluster of words with index file 

Words without Clusters.  It may be noted that 

it is not possible to have a cluster for each and every 

new / incoming word already existent in the database; 

so all the orphan words which donot belong to any 

cluster are placed in a separate cluster and its sorting 

will be done subsequently; wherein separate clusters 

will be generated dynamically. 

2.4 Support Vector Machine Training 

Once the clusters of words are generated, the 

features extracted from these words are used to train 

a multi-class support vector machine (SVM) to learn 

to discriminate between different word classes. SVM 

is innovatively and efficiently trained using one-

against-all implementation using the radial basis 

kernel function while the parameters of SVM (C and 

gamma) are empirically chosen through cross 

validation. Features extracted from a word are fed to 

the trained SVM which assigns a probability of 

classification to each of the classes (clusters of 

words). The word is assigned to the cluster for which 

SVM reports the maximum probability. In case the 

probability of assignment is less than a pre-defined 

threshold, the word does not belong to any of the 

clusters in the database and is discarded. If a proper 

match is not found, information message is given to 

user that the intended word is not contained in this 

document. 

2.5 Indexing and Retrieval 

Indexing: Once the SVM is trained to learn to 

discriminate between different word classes, we 

proceed to indexing and retrieval steps. During 

indexing, a set of documents presented to the system 

is pre-processed, words are segmented and features 

are extracted from each word as discussed earlier. 

The features extracted from a word are fed to the 

trained SVM which outputs the probability scores of 

the word belonging to each of the clusters (classes). 

The word is attributed to the class for which the SVM 

reports the maximum score. Applying a threshold on 

the confidence score of the SVM to reject the words 

which are not likely to belong to any of the word 

cluster adds flexibility to existing system. In case the 

confidence score of the nearest word cluster is above 

the threshold, we assign the word to the respective 

cluster and update the index file of the cluster. The 

index file contains information on the document 

image identification and the coordinates of the word 

within that image. The index file is updated every 

time a new word is added to the cluster. The index 

file (Figure 7) of a cluster allows keeping track of all 

instances of the respective word within the indexed 

set of documents. 

 

Fig. 7 A sample index file for a cluster 

Retrieval:During retrieval, a query word image 

is presented to the system and the idea is to retrieve 
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all documents containing occurrences of the provided 

word. Features are extracted from the query word 

image and the SVM is used to find the most probable 

word cluster that matches the query word. Once the 

cluster is identified, the index file of the respective 

cluster is parsed to retrieve all documents containing 

instances of the query word. Each document 

containing the query word is displayed to the user 

with the queried word highlighted on the document. 

Figure 8 illustrates a retrieval session with the system 

where the query word ‘Britain’ is provided to the 

system and the documents containing instances of the 

word are retrieved and presented to the user. 

 

Fig. 8 A retrieval session with the system 

3. Application of Proposed Meth-
odology on Urdu Text 

Existing work on Urdu word spotting [19] 

(largest spoken language in South Asia) suffers from 

two major limitations.  Firstly, indexing is performed 

using a single file which contains features and 

relevant locations of all the partial words called 

ligatures in complete documents dataset. Secondly, 

retrieval process is very cumbersome and 

computationally inefficient as the query word is 

matched with each entry in the dataset to get the 

required information [19]. This problem gets 

pronounced for large datasets. 

The proposed methodology addresses both of 

these issues. The only difference with the technique 

presented for English text is that for Urdu text we 

need to work on parts of words called ligatures rather 

than complete words (Figure 9). During retrieval, the 

query word is divided into ligatures and each ligature 

is matched against the clusters in the database. The 

matched ligatures are then re-grouped into words 

using morphological operations. Finally, as a 

validation step, both query and retrieved words are 

converted into shapes and are matched to minimize 

the false positives. The final outcome is then 

presented to the user containing occurrences of the 

query word in complete dataset. Figure 10 shows a 

retrieval session with the system. 

   
(a) (b) (c) 

Fig. 9 An Urdu ligature converted to shape 

Query 

Word 

Matching 

 

 

Fig. 10 A retrieval session with the system 

4. Experiments and Results 

The experimental study of the proposed system 

was carried out on the IAM handwriting database 

[40]. For indexing we employed a set of 50 document 

images containing approximately 1000 words. The 

words in these documents were segmented and 

compared with the clusters in the database generating 

index files for each of the clusters. For retrieval, a 

total of 150 query keywords were presented to the 

system and the performance was recorded in terms of 

precision, recall and F-measure. It should be noted 

that only those words were presented as query for 

which the corresponding clusters exist in the 

database. 
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In order to study the effectiveness of the 

proposed conversion of word image into a contoured 

shape, we carried out the evaluations with and 

without conversion. We also tested the system by 

providing images containing segmentation errors. 

The results of these evaluations are presented in 

Table 3. Using our proposed methodology of 

transforming words into shapes and employing 

additional features; we achieved an overall precision 

of 84% and recall of 89%. Using the original word 

image to extract features, the precision and recall 

read 72% and 76% respectively. The results clearly 

show the effectiveness of the proposed conversion of 

word into a contoured shape before extraction of 

features. It is also worth mentioning that a major 

proportion of errors resulted due to segmentation 

errors. We achieved more than 95% results once 

system was tested on good quality images where 

segmentation errors were negligible. Likewise, high 

values of precision and recall for Urdu text as 

summarized in Table 4 demonstrate the language 

independence of the proposed technique. 

Table 3 Retrieval Results on Hand Written English 

Text 

 Feature Precision Recall F-Measure 

Proposed 

Technique 

With 
Shaped 
Words 

0.84 0.89 0.86 

 Without 
Shaped 
Words 

0.72 0.76 0.74 

 

Table 4 Results on Urdu Text (a) Without Shaped 

Feature (b) With shaped Feature 

Query 

Instance

s 

 

True 

Positive

s 

False 

Positive

s 

False 

Negative

s 

Recall 
Precisio

n 

 

172 

 

164 18 8 
95.34

% 
90.10% 

(a) 

Query 

Instance

s 

 

True 

Positive

s 

False 

Positive

s 

False 

Negative

s 
Recall 

Precisio

n 

 

172 
164 6 8 

95.34

% 
96.47% 

 

(b) 

Performance Sensitivity:In order to study the 

performance sensitivity of the system to various 

parameters, we carried out a number of experiments. 

Once such experiment was to study the system 

performance evolution as a function of the number of 

clusters in the database. The number of query words 

in each case was fixed to 35. The results of these 

evaluations are summarized in Figure 11. Naturally, 

the precision and recall are higher for a smaller 

number of clusters and show a gradual but not 

dramatic decrease as the number of clusters 

increases. Table 5 shows the true positives and false 

positives for different values of threshold and the 

corresponding ROC curve is illustrated in Figure 12. 

 
Fig. 11 Recall rates as a function of number of 

clusters in the reference base 

Table 5 ROC Table 

Threshold TP FP FN 

 

FP 

 

TP 

0.99 147 0 428 0.000 0.256 

0.95 300 0 275 0.000 0.522 

0.9 479 0 96 0.000 0.833 

0.85 502 1 72 0.001 0.873 

0.75 508 3 64 0.002 0.883 

0.65 515 6 54 0.005 0.896 

0.55 525 8 42 0.006 0.913 

0.45 525 9 41 0.007 0.913 

0.35 525 11 39 0.008 0.913 

0.25 525 17 33 0.013 0.913 

0.15 531 24 20 0.018 0.923 

0.1 532 30 13 0.023 0.925 

0.05 538 32 5 0.024 0.936 
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0 539 36 0 0.027 0.937 

 

 

Fig. 12 ROC Curve showing comparison of FP and 

TP 

Table 6 Retrieval times of sample query words 

using HP core i3 2.40 GHz machine with 8 

GB RAM 

Query Word Time (secs) 

 
1.96  

 
3.92  

 
1.39  

 
1.43  

 
3.57 

 
1.1 

 

To provide an estimate of the processing time, 

we summarize the retrieval times for few of the query 

words in the database in Table 6. We also present a 

comparative analysis of the performance of the 

proposed system with few well-known word spotting 

systems reported in the literature. It should be noted 

that an objective comparison of different systems is 

difficult due to different databases, different number 

of samples and different number of query words 

considered in these studies. Nevertheless, we attempt 

to summarize the characteristics and performances of 

some popular word spotting systems (Table 7) to 

provide readers with a general idea of the 

performance of these systems. The proposed system 

realizes precision and recall of 84% and 89% 

respectively and these values are superior to those 

reported in the other studies. 

Table 7 Comparison of well-known word spotting 

systems 

Study 

Type of 

Approa

ch 

Features Classifier DB Results 

Safwan et 
al. [42] 

Line 
based 

Gradient 
features 

Hidden 

Markov 

Model 

IAM 
(English), 

AMA (Arabic) 

and LAW 
(Devanagari) 

Average 

Precision = 

60% 

Frinken 

et al. [43] 

Line 

based 

CTC Token 
Passing 

algorithm 

Neural 

Networks 

IAM, GW and 

PARZIVAL  

PrecisionIA

M=76% 
GW=71% 

PARZIVAL=

92% 

Serrano 

et al. [44] 

Word 
level 

segment

-ation 

Means of 

the 
Gaussians 

Hidden 

Markov 
Model 

GW and 

IFN/ENIT  
 

Average 

Precision = 
91% 

Fischer et 

al [45] 

Line 

based 

Geometrical 
features 

 

Hidden 
Markov 

Model 

IAM, GW 

Average 

Precision 

IAM= 55% 
GW = 74% 

Kumar et 

al. [46] 

Line 

based 

Gradient, 

Structural 

Concavity 
& Intensity 

features 

Bayesian 
logistic 

regression 

classifier 

IAM 

(English), 

AMA (Arabic) 
and LAW 

(Devanagari) 

Average 

Precision 

IAM = 49% 
AMA = 54% 

LAW = 51% 

Ranjan et 

al [47] 

Word 

level 

segment

-ation 

Profile 

features 

Support 

Vector 
Machine 

Custom 

English 
documents 

Average 

Precision = 
81% 

Almazan 
et al. [48] 

Word 

level 
segment

-ation 

SIFT 

Support 

Vector 

Machine 

IAM, GW and 
IIIT5K  

Average 
Precision 

IAM = 

55.73% 
GW = 

92.90% 
IIIT5K = 

72.28% 

Proposed 
method 

Word 

Level 
segment

-ation 

Shape 
Descript-ors 

Support 

Vector 

Machine 

IAM 
 

Precision= 

84% 

Recall = 89% 

 

We also compared our performance with the 

word spotting system for Urdu text presented in [19]. 

It should be noted that the system in [19] creates a 

single index file for the complete database and does 

not involve any clustering. In other words, every 

query word is matched with each and every word in 

the database hence making the retrieval very slow. 

For large databases, as the number of documents 

grows, such systems cannot be used for practical 

purposes. Our proposed system, on the other hand, 
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relies on clusters of words (ligatures). Hence, each 

query word (ligature) is only matched with the 

clusters in the database making the retrieval much 

more efficient. 

We also studied the performance of a well-

known commercial OCR system ABBYY 

FineReader [41] which provides high recognition rate 

rates on printed documents. A total of 50 documents 

from IAM database containing 14,716 words were 

fed to the recognition engine. Among these, only 267 

words were correctly recognized reflecting the fact 

that the OCR technology needs to be matured 

significantly for cursive text recognition. Figure13 

illustrates few sample handwritten images and the 

respective OCR outputs. 

  
 

  

Fig. 13 Recognition results using OCR 

3. Conclusion 

Our innovative technique of transforming words 

into shapes and enhancement in feature vector 

allowed an effective word spotting based document 

indexing and retrieval system. Segmented words are 

grouped into clusters based on set of features. These 

clusters are used to train one-to-all multi-class 

support vector machine (SVM). The documents to be 

indexed are segmented into words and the nearest 

match cluster for each word is determined using the 

SVM. The index file of the respective cluster is 

updated to keep information about the document and 

the location of the word in the document. During 

retrieval, a query word presented to the system is 

matched against the clusters in the database and the 

index file of the matched cluster is used to retrieve 

the documents containing instances of the query 

word. The proposed scheme evaluated on the 

handwritten images of the IAM database realized 

promising precision and recall rates. The system was 

also evaluated on printed Urdu documents and the 

realized results demonstrate the script independence 

of the proposed technique. 

Our future work on this subject will focus on 

exploring novel features as well as combination of 

multiple classifiers to further enhance the retrieval 

performance. A feature selection scheme to study the 

most effective set of features for this problem is also 

intended to be carried out. 
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