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Abstract: Vehicular ad hoc network is a very innovative approach for information traffic system 

derived from mobile ad hoc networks in which vehicles communicate with each other in different 

circumstances and for different purposes like to aware other vehicles from any accidental situation, 

to share media files etc. VANETs have many applications for example they inform other vehicles 

about obstacles coming in their way through satellites, they clustered with other vehicles wirelessly 

and move like road trains and they inform drivers to apply brakes even if they are obscured by other 

vehicles. Clustering and security issues are mostly focused in vehicular ad hoc networks but they 

still requires more improvement. Previous studies have revealed that security and confidentiality is 

achieved through public key infrastructures, certification authorities and many other algorithms but 

somehow or the other reliability and availability aspects are affected. Some algorithms increase the 

delays and overheads, some increase the jitter, and some decrease the performance and throughput. 

To address these issues Two Tier Clustering algorithm has been used due to which stable cluster 

heads will form, delays in election procedures will occur and the network will be more secure and 

efficient. 

Keywords: two tier clustering, vehicular ad hoc networks, highways, security.  

1. Introduction 
 
With The growth of wireless communication technology, two elementary wireless 

network models have been established for the wireless communication system [1] [2]. The 

fixed infrastructure wireless model consists of a large number of Mobile Nodes and 

relatively fewer, but more powerful, fixed nodes. The communication between a fixed 

node and a MN within its range occurs via the wireless medium. However, this requires a 

fixed infrastructure. Ad hoc networks are the new paradigm of wireless communication in 

mobile nodes. There are no fixed base stations or infrastructures; nodes which lie in the 

range of each other can easily communicate, while those which are far apart from each 
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other communicate over the routers. Their deploying cost is relatively low as compared to 

other wireless networks because there is no necessity of a proper fixed infrastructure [4] 

[5]. Mobile and vehicular network technologies belong to ad hoc networks. The reason for 

deploying vehicular ad hoc networks is that over the years many motor accidents were 

observed leading to critical injuries, fatalities, and excessive cost on vehicle repairs. Since 

a proper solution was not efficiently worked out, therefore just like Mobile Ad Hoc 

Networks (MANETS); Vehicular Ad Hoc Networks (VANETS) were introduced in the cars for the 

sake of additional safety and comfort for vehicle drivers [2]. The concept of VANET is 

based totally on performing real world tasks by turning every participating car into a 

wireless router or node, so it can be stated that it is a kind of real time system [3]. There 

are several issues which are also highlighted while emergence in vehicular ad hoc 

networks. These are availability, confidentiality, integrity, authentication and non-

repudiation. [4][6]. There are two main types of communications in VANETs: Vehicle to 

Vehicle communication (V2V) and Vehicle to Infrastructure communication (V2I) [7].  

Road safety and collision avoidance is very necessary for avoiding accidents. For 

this purpose vehicle to vehicle protocol is necessary to be applied on the vehicles for 

proper communication.  

Let’s take a look at the following example of car A, B, C which are moving on 

the road as illustrated in Figure 1. Suddenly car A is caught in a critical situation and 

applies brakes; now by viewing the brake lights of A, car B will also intuitively apply the 

brakes. In this scenario, car C is unaware of the emergency that has occurred to A, and 

will reacts according to the actions performed by car B. This situation may sometimes 

lead to an accident. A delay of 0.7 to 1.5 seconds occur which causes the cars to collide 

with each other because C may not view what is happening to A and B.  

 
Figure 1. V2V Communication 

To avoid an accident, V2V communication is used where when car A will be in a 

critical condition it will generate a message which will be sent to B, and car B will send a 

message to car C. The V2V signal will cause the drivers to alter their paths and at least 

avoid accidents, as shown in figure 1 [9]. All this is done by using radio technology; the 
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standards which are developed for V2V communication are based on CSMA/CD for 

collision avoidance [10]. 

The role of V2I includes the provisioning of safety related, real time, local and 

situation based services such as speed limit information, safe distance and warning, lane 

keeping support, intersection safety, traffic jam warning and accident warning. All 

accidents are aimed to be saved by providing timely information related to the safety of 

cars and drivers [11]. As shown in figure 2. 

 
Figure 2. Vehicle to Infrastructure Communication 

The research work focuses on to check the malicious messages that can be sent 

by the authorized nodes for any mischievous purpose. To save time of the cluster head 

algorithm and balance a network load. Carry out detail analysis of the proposed scheme. 

Compare performance of the proposed approach with the other researcher’s work in 

securing clusters in VANETs. 

Sections of this thesis have been organized into following units. Section 2 

provides detailed study and concepts of various secure clustering techniques in VANETs. 

Section 3 illustrates the methodology description and architecture of proposed system has 

been discussed in detail. In section 4 simulation topology and analysis of results that have 

been produced to validate the proposed system. Conclusion has been described in section 

5. References are mentioned in section 6.  

 

2. Literature Review 
2.1. Clustering Techniques in Vehicular Ad hoc Networks 

2.1.1. The Lowest ID Algorithm 

 

In this algorithm [35] each node was assigned a unique ID number. The node 

with the lowest ID in its 2 hop neighborhood was elected to be a cluster head. 

 

2.1.2. MOBIC Clustering Algorithm 

 

In MOBIC [36] instead of forming a cluster on the basis of its node IDs, 

aggregate local mobility matrix was used. The node with a smallest variance of its relative 

mobility to its neighbors was elected as a cluster head. The relative mobility of nodes was 
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calculated by comparing the power of two consecutive messages of neighboring node. 

Election of a cluster head reoccurred only when two cluster heads came in range of each 

other. When any cluster member moved out of its cluster then it would join another cluster 

that would came in its range or formed a new cluster head. 

 

2.1.3. Affinity Propagation 

 

In [37] nodes passes messages to one another, which described the current state 

that each node chose another node as its exemplar. In this method the clustering process 

completed when message converged. This algorithm could determine a status of a node 

when it joined cluster head in a certain cluster. 

 

2.1.4. APROVE: 

 

In [38] each node sent the availability and responsibility messages to other nodes, 

and then independently made a clustering decision. Every node would made a cluster with 

every other node which would one hop from each other. Negative Euclidean distance was 

used to calculate the distance and position of the nodes. 

 

2.1.5. Time Division Multiple Access (TDMA) 

 

TDMA [39] is a channel access system where the accessible transmission 

capacity is opened into time divisions and each division is utilized just by a solitary 

sender, along these lines maintaining a strategic distance from bundle crashes. The 

Service Channel and Control Channel are partitioned into k equivalent estimated time 

spaces for exchanging control and status messages. Every vehicle is allotted a nearby id 

and are said to be adjusted. The fundamental thought is that in each virtual frame a vehicle 

listens to its given time slot for status and control messages also, sets the relating byte in. 

The quantity of vehicles (N) may change alterably and the Cluster Head will update the 

other nodes in the cluster that the new nodes are added in to the cluster. 

 

2.1.6. Node Precedence Algorithm 

 

In [40] a node priority calculation is proposed and adaptively recognize the 1-hop 

neighbors and chooses ideal CHs in light of relative node portability measurements, for 

example, velocity, location and direction of travel. It additionally presents the zone of 

interest idea that mirrors the continuous changes on the system and gives former 

information about the neighbors as they go into new neighborhood areas. 

 

2.1.7. Hierarchal Clustering Algorithm 
 

In [41] a Hierarchical Clustering Algorithm (HCA) is presented that makes a 

quick randomized progressive cluster with a diameter of at most four hops, without the 
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utilization of GPS. The calculation is considered profoundly strong, on the grounds that it 

doesn't depend on confinement frameworks like GPS, yet by inducing network from sent 

messages. 

 

2.1.8. Lane based Clustering 

 

The lane based clustering [42] consider the bearing of activity on street as one of 

the parameters for figuring efficient and nearly stable clusters in VANET. The upsides of 

a steady clustering are that it lessens the overhead of re clustering which brings about a 

productive system topology. Cluster head changes and cluster reconfigurations can't be 

maintained a strategic distance from in shifting systems like VANET. This affects the 

solidness of the system. For more steady clusters in the system there should be less cluster 

head changes. To accomplish less number of cluster head changes, cluster individuals 

ought to choose a node among the cluster individuals which can meet every one of the 

prerequisites of being a cluster head for a generally drawn out stretch of time than rest of 

them. The cluster head is chosen relying upon the path having the greatest movement 

stream. Vehicles have the learning of the path of movement on street and they telecast this 

data to the adjacent vehicles. This aides in deciding the efficient cluster head. All vehicles 

in the system figure and show their Cluster Head Level (CHL), pace, position, and so on. 

CHL is computed utilizing path weight, normal separation level, system network level and 

normal speed level of the activity. Utilizing the occasional reference points, a vehicle 

telecasts the computed CHL and the general activity information in the system. At that 

point the vehicle holding the most elevated CHL worth is chosen as the Cluster head. This 

procedure of cluster arrangement is rehashed for each 20 seconds. 

 

2.1.9. ASPIRE 

 

ASPIRE [42] is a technique proposed for vehicular ad hoc networks where 

clustering is done in a dispersed way. This plan helps in making substantial clusters 

furthermore giving high system integration. The technique brings down cluster head terms 

and expands the quantity of cluster head changes. It diminishes the framework costs in the 

system by utilizing simple vehicles on streets. Yearn structural planning comprises of 

vehicles that shape clusters with generally lower portability. In these clusters couple of 

nodes go about as Cluster Members (CM) while the other go about as Cluster Heads (CH). 

Each group has a solitary cluster head. These clusters thus frame Mobile Networks 

(NEMOs), each with a Mobile Router. Aim gives reserving possibilities between clusters 

shaped by vehicles and NEMOs, lessening the overhead and expense of getting to the 

altered administration supplier system for every vehicle demand or tying upgrade because 

of a topology change. 

 

2.1.10. Node Velocity based Hierarchical Clustering of Nodes technique (NVHCN) 
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In [43] the cluster development is constrained to vehicles subject to the lease relative 

portability such that the term of network offered by the vehicles to different vehicles is 

longer. The recognizable proof of vehicles or clusters by different vehicles is done 

utilizing the TV of message containing self-data. Self-data of every vehicle includes node 

id, cluster id, cluster portability range, scope separation, and speed. In any cluster, 

notwithstanding which versatility range it has a place with, a cluster head in any group is 

chosen taking into account CHcrit. It is done in one of the nodes in the group which is 

termed as Pseudo CH. CHcrit choice is made by keeping up distinctive stacks for getting 

node need for every like mean speed, most extreme accessibility span and greatest nodes 

under scope. In the Pseudo CH, the voting in favor of CH is led between all nodes in the 

cluster. In this manner through voting a node which offers long length of time of 

integration for a large portion of the nodes in the cluster C is chosen as CH. 

Alongside CH determination, a CH Time Out is situated which empowers directing 

re-decision toward the end of most extreme span of integration which could be offered by 

the then CH. This idea of framing a cluster in view of minimum relative portability is 

appropriate in highway street situations also, different less thick street ways where the 

speed of every vehicle is by all accounts fluctuating occasionally. 

 

2.1.11. 2-layer stable clustering scheme 
 

[44] Is dependent on multiple metric that combine features of both static and 

dynamic clusters. The cluster head is selected from the vehicles of the same group based 

on that matric named as suitability value. It is obtained from relative speed, mobility and 

time to leave the cluster from mobility metrics. Quality of Service metrics included 

available bandwidth, neighborhood degree and RSU link quality. Due to these parameters 

cluster stability and high quality of service achieved. 

 

3. Methodology 

 
In VANETs clustering is done among the vehicles to make inter and intra-

vehicular communication better and to avoid accidents. In this scenario ignoring security 

parameters during clustering of vehicles can lead to loss of valuable information about the 

adaptation to send data securely among the vehicles. The number of received packets 

contain useful information about different vehicles. Detailed study of secure clustering in 

VANETs has revealed that applying security on data transmission and carrying out 

election procedure for a new cluster head faces many problems. 

 

3.1. Malicious Messages Send by Valid Nodes 

 

Consider a clustered network of VANETs in which 4 nodes are a part of cluster. 

All nodes are validated by certification authority and thus are communicating with in the 

network as shown in figure 3. 
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Figure 3.Nodes in a Cluster Communicating with each other 

All of a sudden one node will send a malicious message to the remaining nodes 

in a cluster that will cause collision among the vehicles. As shown in figure 4. 

 
Figure 4.Accident Caused by the Message send by Malicious Node to the other nodes 

 

3.2. Delays and Overheads during Cluster Head Election Algorithm 
 

In VANETs clusters most of the time Cluster Head election process take place 

repetitively which causes delays and overheads in clusters and the communication process 

among the nodes fail. Unstable clusters cause a lot of issues in vehicular ad hoc networks. 

 

3.3. Proposed Algorithm 
 

To solve the above mentioned issues a technique named two tier clustering in 

vehicular ad hoc networks has been proposed in which the load balancing phenomena is 

introduced for clustering of nodes and also for the election process. There is a Primary 

Cluster Head and a Secondary Cluster Head as well. Clustering will be done on the basis 

of the average speeds, locations, directions and IDs of nodes. 

Figure 5 shows the architectural view of the system. Ubuntu 12.04 is used as an 

operating system. For simulation and implementation purpose Network Simulator 2.35 is 

used. There will be a Certification Authority and a Demilitarized Zone which will validate 

and assign rights to the nodes. 
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After this all the validated nodes will be clustered according to the specified 

parameters. Election process will be carried out after grouping of nodes after which 

Primary and Secondary Cluster heads will be decided. 

 
Figure 5.Architectural Diagram of Proposed Algorithm. 

In the proposed technique instead of one hop clustering multihop clustering is 

done to reduce the number of clusters. The criteria of clustering is depending upon the 

specified speed ranges such as: 

 Range 1: 100-80 kmph 

 Range 2: 79-60 kmph 

 Range 3: 59-40 kmph  

In first cluster all the vehicles having speeds between 100-80 kmph will lie. In second 

cluster the vehicles having speeds between  79 – 60 kmph will grouped together. In third 

the vehicles having 59 – 40 kmph will clustered together. The vehicles whose speeds are 

greater than 100 kmph will lie in the cluster of 100 – 80 kmph. While those which are 

below 40 kmph will lie in the cluster of 59 – 40 kmph. 
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In cluster creation process there are two main functions. Certificate Authority (CA) 

and Demilitarized Zone (DMZ). Each entity will perform number of functions. When 

nodes will enter on the highway and request for validation. CA will assign IDs to the 

nodes and maintain a table which will consists of node ID, speed of the node and location 

of the node. After that Cluster will be created on the basis of pre-defined speed ranges and 

each node will become the member of respective cluster. Each cluster will be represented 

with its ID which will be maintained by DMZ. As shown in figure 6. 

Figure 6.Cluster Creation 

After cluster creation the main phase is to initiate the election process for the 

selection of Primary Cluster Head and Secondary Cluster Head for the management of the 

cluster nodes. This process will initiate by the DMZ and check whether any PCH and 

SCH exists. If they will found one of them the election process will terminate and move to 

the next process otherwise will continue with its current process as shown in figure 7. Due 

to the presence of secondary cluster head the delays in the election process will occur and 

the cluster will work stably. If Primary Cluster Head will leave the cluster the secondary 

cluster head will become the primary cluster head and the next node which has speed 

nearest to average speed will become a Secondary Cluster Head. If multiple vehicles have 

the same speeds than the node with the lowest ID becomes the cluster head. The average 

speeds for the cluster formation will be calculated by DMZ by taking the minimum and 

maximum speed and maximum speed from the each cluster speed range. The following 

formula will be used to calculate the average speed of the cluster: 

Avg-Spd = (minspd + maxspd)/2 
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Figure 7.Election Process 

For the selection of PCH and SCH, election process DMZ will find the total number 

of cars in the cluster and find out the average speed of the cluster according to the formula 

mentioned above and the node which will have the speed equal or close to the average 

speed will become the PCH and the next closest node with the smallest ID than the node 

selected as PCH will become the SCH. If two or more cars will have the same speed 

closest to the average speed then, in this case node with the smallest ID will become the 

PCH and second next will become the SCH. As shown in figure 8. 

 
Figure 8.Primary & Secondary Cluster Head Selection Process 
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In each cluster PCH and SCH will necessarily exists. If PCH will leave the cluster or 

declared dead node the SCH will take over the responsibilities and will become PCH and 

next one will become SCH. The same process will continues without initiation of election 

process again and again. As shown in figure 9. 

 
Figure 9.Upgrading SCH to PCH 

Now the probability of a node to become a cluster head is calculated by calculating 

the node position ‘npos’. npos is determined by adding node location ‘nloc’, node direction 

‘ndir’, speed ‘v’ and ‘id’ of a node. 

npos = nloc + ndir + v + id 

For Cluster Head Selection: 

PCH = (nipos - pmean) / avg-spd  

Whereas ‘pmean’ is the mean position of the node. 

DMZ will assign rights to the nodes in the cluster and only PCH will be allowed to do 

two way communication rest of the nodes only send data to the PCH. PCH will maintain 

the table which will have Node ID, Node Speed, Location and its Status. PCH will 

replicate the entire table with SCH for future. Each node will send three consecutive hello 

packets in 10 ms to the PCH to show that the node is alive as shown in figure 10. 
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Figure 10.Validity of Nodes 

In some circumstances when the respective node will not send hello packets to the 

PCH due to any reason PCH will re-validate that node. The dead interval will be 20 ms, if 

the node will not send hello packets to the PCH within specified time then PCH will 

declare the node dead and intimate to the CA that the ID is free as shown in figure 11. 

 
Figure 11.Dead Nodes 

3.4. Security Mechanism 

3.5. Diffie Hellman Key Exchange Algorithm 
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The security algorithm used is Diffie Hellman Key Exchange [23] [24] in which 

two users exchange a key over the network channel. The key is then used by both parties 

for data encryption and decryption. No authentication server is required for key exchange. 

Assume there are two publicly known numbers: a prime number q and an integer α, which 

is a primitive root of q. User A selects a random integer XA < q and computes YA = α XA 

mod q. Similarly, user B independently selects a random integer XB < q and computes 

YB = α XB mod q. Each side keeps the X value private and makes the Y value available 

publicly to the other side. User A computes the key as K = (YB) XA mod q and user B 

computer the key as K=(YA) XB mod q. These two calculations produce identical results: 

K = (YB) XA mod q 

= (α XB mod q) XA mod q 

= (α XB) XA mod q 

= (α XA) XB mod q 

= (α XA mod q) XB mod q 

= (YA) XB mod q 

And hence the keys are exchanged between the two parties. Every time the 

parties will select a new integer and for protection they exchange a new key every time. 

The Diffie Hellman Key Exchange Process is shown in figure 12: 
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Figure 12.Diffie Hellman Key Exchange Process 
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4.0 Results 
The proposed scheme has been implemented using the Network Simulator (NS-

2), using Linux (Ubuntu 12.04) environment. Clustering technique has been used to 

simulate the proposed scheme. The CBR traffic has been generated to test the 

performance of the proposed Algorithm. The simulation has been run for 2.7 hours and 

nodes are moved away and then moved nearer to each other. Table 1 shows the 

Simulation Configuration. 
Table 1.Simulation Configuration 

 

 

Manhattan mobility model is used for creating mobility among the nodes in 

highway scenario. Omni Antenna is used for transmitting and receiving signals. Number 

of nodes in the simulation is 15, 50 and 100. AODV routing protocol is used for routing 

data packets. Nodes are functioning over the wireless channel network. Maximum 900 

meters topology area is considered for the movement of nodes. 802.11 MAC type is used. 

Total simulation time is 2.7 hours. 

Performance of two tier clustering algorithm has been observed with the help of 

simulation results. The results describe the enhanced throughput and stability of data rates. 

For all data rates, CBR rates have been decided, that provide the maximum throughput. 

Simulations have been performed to evaluate the multiple scenarios. 

 

4.1 Availability 

 

Availability means that the system’s resources are available over a period of a 

year even if some failures or crashes occur with the system. Availability has been 

calculated by the formula in which mean time to failure is divided by mean time to failure 

plus mean time to restore the system. 

A = MTTF/ (MTTF + MTTR) 

The availability of a system is checked against 15, 50 and 100 number of nodes. 

When the node count was 15 at 0 seconds the availability was 0.5 and increased till 0.8 
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when the time was 240s. When the node count was 50 at 0 seconds availability was 0.5 

and keep on increasing till 0.8 when time was 240s. When the node count was 100 at 0 

seconds availability was 0.5 and keep increasing till 0.9 when time was 240 seconds. It 

means that the increase in node count and time does not affect the system availability 

factor. As shown in graph mentioned 13. 

 
Figure 13. Availability Graph 

4.2 Cluster Head Stability 

 

The cluster head stability factor was compared with MOBIC and Lowest ID 

clustering technique. The transmission range was 250 meters and it was observed that in 

Lowest ID the cluster head number was fluctuating, when the transmission range was 100 

meters was 25 and decreased to 5 when the transmission range was 150m. When 

transmission range was 250 meters the cluster head level decreased to 2. In MOBIC 

technique when transmission range was 100m there were 40 and gradually decreased to 5 

when reached at range of 250m. Whereas in the two tier clustering technique the cluster 

head count was remain constant between 10 to 15 cluster heads. Figure 14 is depicting the 

results. 
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Figure 14. Cluster head Number Graph 

4.3 Malicious Nodes 

 

The malicious nodes detection rate of two tier clustering technique is also 

compared with the MOBIC and Lowest ID techniques. In Lowest ID technique when the 

malicious nodes were 10% the system success rate was 80% but when the malicious nodes 

were 80% the system success rate was 10%. In MOBIC when malicious nodes were 10% 

the system success rate was 60% but when the malicious nodes were 80% the system 

success rate was approximately 0%. In the proposed technique when malicious nodes 

were 10 % the system success rate was 90% and when the malicious nodes were 80% the 

system success rate was 20%. Hence it is observed that two tier clustering technique is 

more robust to the malicious conditions. The figure 15 is showing the results. 

 
Figure 15. Malicious Nodes 

4.4 Overhead  

 

Overhead is a sum of indirect and excessive processing time, memory, and 

bandwidth. In the proposed technique the overhead is analyzed by varying the number of 

nodes. When the node count was 15 overhead was 2. When the node count was 20 

overhead increased to 7 and when the nodes were 50 the overhead was 4 after that the 

overhead rate remains constant and between 60 to 80 number of nodes the overhead was 8 

and when the nodes were 100 overhead was 9 as mentioned in the figure 16. 
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Figure 16. Overhead 

4.5 Speed Vs Delay 

 

The speed vs delay is observed against 15, 50 and 100 nodes. It has observed that 

with the increasing speed delay is also increasing but with the increasing number of nodes 

the impact of delay is constant and not increasing. When the number of nodes were 15, 

with in the range of 0 to 40 m/s the delay of 4 seconds is observed. When speed range was 

between 40 to 60m/s the delay was between 4 to 6 seconds. When the speed range was 

above 60m/s the delay of 8 seconds was observed. The same rate has been observed in 50 

and 100 number of nodes. As shown in figure 17 

 
Figure 17. Speed Vs Delay 

4.6 Throughput 

 

Throughput is the rate in which something has been processed. Throughput is 

calculated by the ratio of packet size and round trip time multiply by packet loss. Let ‘R’ 
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is the average throughput, ‘MSS’ is the packet size, ‘RTT’ is the round trip time and ‘p’ is 

the packet loss then the throughput will be calculated as. 

R = MSS/RTT * 1.2/p
0.5 

The throughput of the system is calculated with MOBIC and lowest ID. In 

MOBIC and lowest ID the throughput is continuously increasing whereas in two tier the 

throughput is only increased when the system is performing some process otherwise the 

bandwidth is not consumed by the system as shown in figure 18. 

 
Figure 18. Throughput  

5.0 Conclusion 
 

The main objective of this research was to design and implement an efficient 

methodology that provided efficient and stable clusters in VANETs. This stability in 

cluster formation lead towards the most appropriate communication among nodes, which 

gave the higher throughput. Goal was to analyze the correct clustering, election and 

security mechanism for appropriate communication that could provide increased 

availability and throughput. The main task of this research was to implement a secure and 

stable clustering and election algorithm that provided precise assessment of malicious and 

trusty nodes in the network and within the cluster, which was best suited to increase the 

security, availability and throughput. For the estimation about the node status, to maintain 

the consistency of the node, 3 consecutive packets would decide either the node was alive 

or dead. To make the stable clusters, multi hop communication among the nodes was 

done. With the help of consecutive packets, state of wireless nodes could be estimated and 

then suitable node according to that status had been selected. Appropriate action would be 

taken by certification authority on the intimation of cluster heads for the dead nodes. To 

avoid the initiation of the election process again and again a new entity called Secondary 

Cluster Head was introduced in the methodology. The secondary head would take over the 

responsibilities of cluster head in case of cluster head would be declared as dead. The 

system had been implemented using Linux (Ubuntu 12.04) environment with the network 

simulator NS-2.35. The clustering and election processes were implemented along with 

security mechanisms in NS-2. Trace files were analyzed using AWK scripts. The 
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performance of the proposed system had been analyzed through the simulations. Detailed 

study of results indicated a remarkable increase in the overall throughput of the system. 
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