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ABSTRACT 

Scene Completion is an interesting Image Processing problem that has recently been studied in 

the context of data, i.e. by using large repositories of data. The idea is to extract the most suitable 

image from a data repository that could later be used in constructing the missing part of the input 

image. One of the requirements for such a data intensive approach is that the completion has to 

be completed without human intervention. This is rather challenging as it may not be clear that 

what could be the most suitable image in the data repository for the completion purpose. Thus, 

whilst it is important that the repository should be of reasonable size so that a matching image 

could be found, it is even more important that we are able to retrieve that top-1 image that could 

be the best candidate for scene completion in an automated fashion. This is the focus of this 

work, i.e. we propose a methodology for finding the top-1 image in a data repository that could 

be the best candidate for scene completion. Then we give an algorithm for scene completion that 

works as follows. In the first step, matching images with the query image are retrieved that could 

be the candidates for the completion. We consider three features for the purpose namely Gist, 

Texture and Colour. Gist feature represents the shape and structure of the image. Texture helps 

when segments from different images are being combined together. Similarly, the Colour feature 

helps in finding and harmonising the colour difference between the input image and the 

candidate completion image. Next, we propose a ranking scheme that retrieves top-1 most 

suitable candidate image. The ranking scheme is able to work with any number of features 

computed and also satisfies the value-Invariance property.  

The experimental results show that we are able to find a matching image that is used to complete 

the input image seamlessly. The approach is data-driven and there is no need of labelling by user. 

Unlike other techniques, our approach utilizes data from matching image to fill the missing 

region. We use a number of techniques to improve the completion method, i.e. we use Poisson 

blending to combine the images, we use graph cut techniques for the purpose of removing 

blending artefacts. Although, the completion process is automated, we also allow users to select 

an image from top-10 matches in order to have a completion that is semantically valid. Our 

experimental results show the usefulness of the work.   
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CHAPTER 1. INTRODUCTION 

Scene Completion is an interesting image processing problem that arises in a variety of contexts. 

Sometimes, we want to erase something from old snapshot i.e. ex-family friend from family 

photo or another undesirable object. In some cases, there is some missing data in an image. In 

summary, Scene completion is the task of filling missing parts of the image in such a way that 

the modifications are not recognizable from naked eye.  

1.1. Scene Completion 

Scene Completion problem has been greatly considered in literature. Scene completion schemes 

can broadly be divided into three categories, namely (1) PDE-based methods [1]  (2) Exemplar–

based methods [2] and (3) Data intensive methods [3]. These methods can be defined as follows:  

1. PDE-based Methods in which missing region of the image is filled by diffusion process. 

In general, colour information is propagated inward into the completion part with 

different variations to fill the hole in the image. 

2. Exemplar-based Completion Methods rely on the observed part of an incomplete 

image and use regions in the image that are best suitable for completion. 

3. Collection-based Completion Methods use a large collection of images to find 

semantically valid matching images and then use segments from the best match to 

complete the missing region. 

Note that (1) and (2) above, i.e. PDE-based and Exemplar-Based completion methods work by 

filling missing regions using known parts of the same image. These methods don‟t perform well 

in a variety of situations, e.g. when missing regions of the image are not bounded by a textual 

region; or when it is not possible to fill the missing region of the image with the data of the 

source image, say for example when the entire roof of a house is masked out. 

Hays et al. [3] proposed Collection-Based scene Completion (CBC). The idea is to fill the 

missing part of the image with an image that is extracted from a large image repository. CBC 
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works by filling the missing region of the image by using matching content from other 

semantically valid images rather than the source image. Consequently, an entirely novel object 

and texture can be inserted in the missing part.  

1.2. Research Problem 

In this work, we investigate collection-based scene completion. We first give some limitations in 

CBC.  

1. Completed images often suffer from texture mismatch, i.e. visibility of low-level 

artefacts in the completed image. 

2. Another issue is the selection of the best completing image from a large collection of 

images.  

3. Scene completion algorithms do not recognize objects during completion of scene. 

 

We define the following research problems.  

(1) Is it possible to obtain the same results as state-of the- art in literature? 

(2) Is it possible to address the texture mismatch issue? 

(3) Is it possible to have a ranking scheme that can automatically select the best completion 

image? 

 

We now give our contributions.  

1.3.  Our Contributions 

We address the issues pointed above ((2) – (3) above).   

1) We propose a ranking scheme that finds the top-1 image from a large image repository; 

top-1 image is the best completion image based on the computed features ((3) above). 

The ranking scheme we propose, computes a set of features which help in finding the 

matching images which are semantically similar to the query image. The ranking scheme 
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selects the top-1 image using a value-invariance scheme rather than actual match values. 

Our results show the significance of the proposed scheme.   

2) We use the top-1 image to find the finest region in the completing image that is most 

similar to the area around the missing region in the input image. Thus, we are able to 

address the texture mismatch issue ((2) above).  

3) Further, in order to merge the input and the completing images seamlessly, we use 

techniques like Poisson blending. In order to avoid blending vestige, we use state-of-the-

art graph cut segmentation scheme that finds the outline for Poisson blending that has 

minimal image gradient magnitude. Our results show the usefulness of the blending 

method.  

1.4. Scene Completion Problem 

We now give an outline of the Scene completion steps.  

1.4.1. Matching Image Retrieval 

In order to successfully complete missing region, we find the matching images that are 

semantically valid for the query image as say for example, we don‟t want to complete a building 

top with a tree. We find images that are semantically valid for the query image.  

We have used Gist descriptor [4] for the purpose which performs well for scene recognition that 

are semantically valid. We also compute the Texture feature [5] and the colour difference to 

retrieve images that are textually similar and have the same colour theme with the query image.  

1.4.2. Context Matching    

After finding semantically similar images, we find the best patch from the matching image. We 

have used traditional template matching to align the matching images with the space around the 

missing region of image. It is not convenient to search the whole image for finding best patch, so 

we define the local context to be all pixels within 85 radius pixels (after extensive 
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experimentation) around the missing region. This area is compared against the matching image at 

different scales and all valid translation using Sum of Square difference (SSD).  We consider 

translation and scale for which context is fully hold in the identical image. In addition to pixel-

wise positioning we also figure out the texture similarity using median filter in order to measure 

the compatibility of source image and fill-in region. 

1.4.3. Image composition 

We have stitched matching image into the incomplete image as its best induction using Poisson 

blending. In order to avoid visible seams, we use graph cut [6] technique to find the borderline 

for Poisson blending that has minimal gradient magnitude. When graph cut technique and 

Poisson blending is performed in sequence it makes sense to improve the seams in such a way 

that it lessen the visible seams left behind. 

1.5. Thesis Organization 

This thesis is organized as follows. Chapter 2 focuses on history of scene completion. Chapter 3 

is a discussion of the methodology adopted to solve the problem. Implementation of all these 

techniques and methods is discussed in Chapter 4. A comprehensive analysis and our results are 

presented in chapter 5. Chapter 6 concludes this thesis.  
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Chapter 2 

 

 

Scene Completion  
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CHAPTER 2. SCENE COMPLETION 

In this chapter, we discuss concepts related to scene completion. First, we define the scene 

completion problem and then examine the scene completion techniques proposed in literature. 

After that, we discuss data intensive approach for scene completion and give a detailed outline of 

the steps for completing missing part in an image. 

2.1. Scene Completion 

Scene completion is an interesting research problem. Given an input image 𝐼 and a supporting 

image set 𝑆, where 𝑆 can either be (1) the image itself i.e. 𝑆 ← 𝐼 or (2) a collection of images 

which may contain images 𝑆′ ⊆ 𝑆 that can be used for scene completion. The objective is to find 

the best match in 𝑆′   that can be used for completing the image 𝐼 such that completion is visually 

plausible. 

Formally, we define the Scene Completion problem as follows.  

Definition 2.1 (Scene Completion): Given an input image 𝐼, a target region 𝛺 to be filled, the 

source region 𝜔 may be defined as entire image minus target region (𝜔 = 𝐼 − 𝛺) that is used to 

fill the target region 𝛺. 

We now define Data Intensive Scene Completion. 

Definition 2.2 (Data Intensive Scene Completion): Given an input image 𝐼, the image set 𝑆 

where S is the collection of images, find the images  𝑆′ ⊆ 𝑆 where 𝑆′  is a set of candidate images 

for completion; and then select the best match 𝑀 in 𝑆′  that is used for completing image 𝐼. 

Many approaches have been proposed in literature for the problem which can be broadly 

classified into three categories namely (1) PDE-based methods [1]  (2) Exemplar–based methods 

[2] and (3) Data intensive methods. An outline of these methods is given below.  
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1. PDE-based Method fills the missing region in the image by a diffusion process. 

2. Exemplar-based Completion methods rely on the observed part of an incomplete image, 

use region in the image that is suitable for completion. 

3. Collection-based Completion methods use a large collection of images to find 

semantically valid matching image and then use segments from the best match to 

complete the missing region. 

We now discuss these in detail. 

2.1.1. PDE-Based Completion 

PDE-based completion method is used for filling missing part of an image by diffusion process. 

It works by propagating the data from borderline of the hole to the interior part of the region. 

Diffusion process is imitated by partial differential equations. 

 Partial differential equations inspired from equation in fluid dynamics have been used for image 

completion. Bertalmio et al. [1] proposed an algorithm that is used for digital in-painting of still 

images. When the user selects the region to be restored, the algorithm automatically fills in the 

missing parts by propagating the information from boundary of selected region. An example of 

such a completion is shown in Figure  2.1. 

                        

Figure 2.1: PDE-based image completion [1]  

Discussion: One of the main problems with these methods is reproduction of large texture 

regions as PDE-based completion methods are designed for filling small or narrow holes in an 

Before           After 
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image.  

2.1.2. Exemplar-Based Completion 

Exemplar Based completion methods are based only on observed part of an incomplete image. In 

literature, an exemplar-based texture synthesis [2] technique has been proposed that is used to 

complete an image with source image. The idea is to first determine the filling order of the 

missing region in which image would be completed. For that purpose each pixel maintains some 

confidence value, which together with isophotes information is used to determine their fill 

priority. 

Exemplar based completion is done using non-parametric model [7]. A non-parametric model for 

texture synthesis is used that grows texture pixel by pixel, outward from initial seed. Given a 

sample texture image, a new image is synthesized one pixel at a time. In addition, scene 

completion can be accomplished by adjusting and cloning large image patches whose 

macrostructure is compatible with the hole [8]. A hybrid approach for completion has also been 

proposed that works by decomposing the image into two images (1) a structure image and (2) a 

texture image. Reconstruction of the image is performed separately by using structure in- 

painting and exemplar based texture synthesis [9]. An example of exemplar–based completion is 

shown in Figure  2.2.  

                             

                                              Figure 2.2: Exemplar-based completion [2] 

Discussion: These methods are well suited for the case when there is small hole to be filled. But 

there are some cases for which exemplar-based methods do not perform well for example when 

there is a large missing region in the image. Further, if the total area is masked out it cannot be 

Before     After 
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filled with existing image. 

2.1.3. Collection Based Completion 

Collection-Based Completion is based on filling missing part by finding semantically valid 

matching images that can be used for extracting optimal patch. Collection-based methods find 

semantically valid matching images that are used to fill the missing area by finding matching 

patches from matched images [3]. 

We now discuss the steps in collection-based scene completion. 

2.1.3.1. Finding Matching Images 

Finding a matching image is the first step in collection-based scene completion. Many 

approaches have been proposed in literature for finding matching images which are semantically 

valid [4]. Matching images is found by outline based feature (chain code string feature) for 

content based image retrieval [10]. Local information and spatial relationship can also be used 

for recognizing of indoor scenes [11]. In addition, BlobWorld [12] representation of image can 

be used for retrieving relevant images. BlobWorld actually provides the transformation of raw 

pixel data to smallest set of image region which are coherent in texture and colour. 

Texture plays a very important role in image analysis and image understanding. One of the 

widely used approaches to characterize the texture is counting the presence of grey-level at 

different displacement and angle. Different statistics such as entropy, contrast and energy can be 

calculated using Grey Level Co-occurrence Matrix (GLCM) in order to obtain texture feature 

[13]. 

 For texture analysis, Filter bank-based methods [14] are used for image classification and 

segmentation. Gabor filter [15][16] is an example of filter bank-based method for its variance 

respect to rotation, scale and displacement. In addition Gabor filter is used for texture extraction 

by calculating the mean and variance of Gabor filtered image [17]. 

Recently, Segmented-based fractal analysis algorithm [5] was proposed for texture feature 
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extraction. This can be done by finding binary images from which we can compute fractal 

dimensions. This algorithm overcomes the limitations of fast fractal stack( FFS)[18].FFS is used 

to calculated the fractal dimensions from binary images that can be obtained using binary stack 

decomposition algorithm[19] that does not include information such as grey level distribution for 

selecting threshold.    

 Content based image retrieval is done by calculating Gist [4] feature that finds the matching 

images that are semantically valid from collection of images. Gist feature actually bypasses the 

segmentation and represent the structure of whole image. Furthermore Scale Invariant Feature 

Transform (SIFT) descriptor [20] is used for content-based image retrieval. Moreover, side 

information i.e. location of body is also utilized for improving image retrieval accuracy. 

Once the matching images have been discovered then graph-cut techniques are used to find the 

pixels in “completing” image and the “completed” image that will be joined to obtain the final 

image. We now discuss graph-cut techniques for scene completion. 

2.1.3.2. Graph-Cut Applications 

Graph- cut is an important technique and has been used in domains like computer vision and 

image processing. Graph cut is used for image segmentation [21], image restoration [22], image 

and video synthesis [23]. 

In literature, method of segmentation using graph-cut has been proposed. The idea is to separate 

a pixel from a special point outside the image using cut of minimum cost. The minimum cut 

creates groups around pixel which are disjoint or nested each other which actually give natural 

segmentation of image[21]. Moreover, graph cut can be used for segmentation of multi-

dimensional images. For that purpose, user only needs to specify which pixels should belong to 

background and foreground. Optimal segmentation can be obtained using graph cut [24].  

A new method [25] is proposed that actually calculates the visual correspondence with occlusion 

using graph cut. The method performed well both at detecting occlusion and computing 

disparities. There are many application of graph-cut algorithm such as it is used to regain the 

object surface using silhouette and colour information [26].After the graph cut, we have 
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boundary of minimum gradient magnitude now blending is needed to composite the image 

without visible seams. 

2.1.3.3. Image Blending 

 After stitching the patch into incomplete image, image blending is required to remove the visible 

seams. Image blending is another important subject in computer vision and image processing. 

This can be done by using generic interpolation machinery [27] based on solving Poisson 

equation for seamless image editing. This method allows to seamlessly access of opaque and 

transparent source image region into destination region. Multi-resolution spline technique [28] 

that is used to combine two or more images in order to create image mosaic. For this purpose, 

image is decomposed into band-pass filter component images. These component images are 

assembled into corresponding band pass mosaic and these are joint using weighted average 

within a transition zone which is actually proportion to size of wavelength. In this way, a spline 

is matched to feature and if coarse features are found near the border of image then these are 

blended gradually without producing the blurring artifacts. 

Image blending can be done using multi-blending that uses vector of blending weights, one for 

class of each feature instead of single transparent value. Multi-blending preserves most of feature 

of both palette and background window [29]. 

2.2. Collection-Based Completion [3] 

In this work we investigate the Collection-based completion method proposed by Hays et al.[3]. 

The steps in CBC are as follows: 

1. Data Repository 

2. Features calculation 

3. Context Matching 

4. Image composition using graph-cut and Poisson blending 

Now, we discuss all these steps in detail. 
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2.2.1. Creating Data Repository 

Data Repository has fundamental importance. Because it is data intensive approach so creating 

data repository is very important step in CBC.There are different methods of creating data 

repository, such as using cloud set up used by Hays et al.[3]. The focus of Hays was on quantity 

of data instead of quality. Hays et al. used 2.3 million images and retrieves top 200 images for 

image completion. Our focus is on quality of data; the challenge is to find the best image from 

sample set. We take a sample set of 300 images and retrieve the ranked best images from sample 

set for scene completion. 

2.2.2. Features 

In order to successfully fill the missing region, we need matching images which are not only (1) 

seamless (2) and proper textured but are also semantically valid. In order to find the matching 

images from the huge database Hays et al.[3] computed the Gist feature and colour feature 

between input image and database image. Gist describes the shape, structure of images at 

different scales and orientation. According to Gist feature, two images are semantically valid if 

they have a smaller distance between them. 

2.2.2.1.  Gist Descriptor  

The Gist descriptor was initially suggested in [4]. The idea is to establish the low dimensional 

representation of the scene; the dimensions naturalness, roughness, openness, expansion and 

ruggedness can be used for the representing structure of scene. Gist descriptor emphasis on shape 

of scene itself, structure of scenes. 
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2.2.2.2. Colour Difference 

 There are many colour space representation schemes for which most commonly used is RGB 

because mostly images are available in RGB. The purpose of colour spaces is to care the process 

of describing colours between people or machine. Hays et al.[3] used Lab Colour space for 

calculating similarity between query image and matched images. Lab colour space has three 

dimensions where dimension L is lightness and  𝑎 𝑎𝑛𝑑 𝑏  dimension are for colour dimension. 

Lab colour space include all perceivable colour, which means its gamut exceed those of RGB. 

The purpose of lab colour space is to create a space which can be calculated using simple 

formulas of XYZ, but it is more perceptually uniform as compared to XYZ colour space. 

The main attribute of lab colour space is; it is device independent, device independent colour 

space is one where same colour would produce under the same specification. 

2.2.3. Context Matching 

After having semantically valid scenes, the next step is to find best region from matching image 

that can fill the hole of input image in such a way that no one can detect modification. 

 It is more convenient to search the matching pixels that are close to boundary of hole rather than 

for whole image. All pixels near hole‟s boundary are important as compared to other pixels so 

Hays et al. defined local context to be all pixels 80 radius around missing region‟s boundary. For 

context matching, First matching image is resized to input image at different scale then local 

context is compared against matching image to find the matching patch. 

2.2.4. Image composition using graph cut and Poisson blending 

The idea for image composition is that instead of copying and pasting matched patch into hole, 

stitch it together with original image so that seam between matching patch and original image is 

less noticeable. This can be done by finding boundary having minimum gradient magnitude 

using graph cut. Hence visible seams can be removed using Poisson blending and graph cut. 
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Hays et al. synthesize each matching scene into the incomplete image at its best induction using 

a form of graph cut seam finding [23] and Poisson blending [27].  

We now give some of the limitations of CBC. 

 

Discussion: There are some limitations of collection based completion. 

1. There is failure case in which low-level artefacts are visible i.e. texture mismatch; 

2. Another reason of failure is insufficiency of good matching images. 

3. Existing algorithm for scene completion does not recognize the objects during 

completion of scene.   

We have tried to solve the first two problems (1) texture mismatch, we compute texture feature 

[5] of query image and image in data repository then calculate L2 distance in order to retrieve 

best image that are texturally similar to query image (2) Lack of good matching image: for this 

particular case pointed in Hays‟s work, we have good enough matching images that are 

semantically valid to query image. 

2.3. Image Retrieval Relevance 

As discussed in Section  2.2 , Collection –based completion is based on finding a suitable patch 

of an image from a large collection of images that can be used for completing the missing 

portion of the image. 

The matching images are calculated based on two features, namely Gist and colour, and resultant 

match is maximum match based on the features considered for the purpose. However, such a 

matching may not be desirable in situations where  

1. More than two features are calculated. 

2. There is significant difference in the matching values for different features. 

For example, for images X and Y if the matches reported are (2.8, 0.9) and (0.2, 3.6) the image 

selected by Hays et al. would be image Y as the total match score for Y is higher than X. 

however, it appears as if the match scores for image X were more convincing as both the features 

for image X had relatively high score; and for image Y, one feature had a lower value while the 
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other feature had relatively higher value. This means that the higher match score for one 

particular feature should not dominate the lower value scores by the features especially when 

more than two features are considered. This property is referred to as value-invariance [30]. 

The value invariance property can be stated as: 

Definition 2.3(Value Invariance): Let 𝐷 denote a relation which include score value 𝑣1 ≤ 𝑣2 <

⋯ let 𝑠𝑖
′  be any set of score values satisfying 𝑣1

′ ≤ 𝑣2
′ < ⋯, and define 𝐷1

′  to be 𝐷 with all scores 

𝑣𝑖  replace with 𝑣𝑖
′ . The value invariance property requires that 𝑅𝑘 𝐷 = 𝑅𝑘(𝐷′) for any k. 

In this work, we proposed a unified ranking scheme that satisfies 

1. value–invariance property and 

2. is able to handle any number of features. 

The idea is to have an image rank for each feature and compute the final rank based on majority 

scores. The details are discussed in section  3.1.4. 

2.4. Summary 

In this chapter, we have discussed scene completion schemes proposed in literature. We have 

described in detail the steps and issues in a data intensive scene completion. Furthermore, we 

have also discussed value-invariance property and we argue that the proposed ranking scheme 

obeys value-Invariance property. 
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CHAPTER 3. DATA INTENSIVE SCENE 

COMPLETION 

This chapter is about Data Intensive Scene Completion (DISC). An overview of DISC has been 

presented in Section  2.2. In this chapter; we present the details of DISC. We divide the DISC 

process into three steps, namely (1) Matching Image Retrieval (2) Image Synthesis and (3) 

Image Harmonization. An outline of the steps is given below: 

1) Matching Image Retrieval, i.e. finding the images that could be best candidates for 

completing the input image.  

2) Image Synthesis i.e. using graph cut techniques to complete the input image using the 

best matching portion of the best matched image.  

3) Image Harmonization i.e. using techniques like blending to harmonise the image by 

removing any visible seam.  

We now discuss these steps in detail.  

3.1. Matching Image Retrieval  

The first step in Data Intensive Scene Completion is to be able to find images which are not only 

(1) seamless (2) have a proper texture but also are (3) semantically valid[4]. Nowadays, digital 

photography, cheap storage and lightning network speed made it possible to have large data 

repositories. Broadly speaking image retrieval can be classified into two classes (1) text-based 

image retrieval (2) content-based image retrieval. Whilst text-based image retrieval depends on 

image metadata (user-tags); Content-based image retrieval is based on the content of the image. 

Content of images refers to visual information such as colour, texture, shape and structure of the 

image. 

 In order to find the matching images from the data repository we have considered three features 

[4][5]  namely (1) Gist (2) Texture and (3) Colour Difference. Gist feature have gained a lot of 
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attention in context of scene recognition. It describes the shape and structure of the images at 

different scales and orientation. Two images are semantically valid if they have smaller distance 

between them. Texture is very important when segments from different images are being 

combined together. Similarly, the Colour feature helps in finding and then harmonising the 

colour difference between the input image and the completion image. We now discuss these 

features in detail. 

3.1.1. Gist Descriptor 

From scene perception studies, it is shown that witness can notice real world images at a single 

glance [31]. During this formation, the witness‟s visual system forms spatial representation of 

real world scene that is suitable for understanding the meaning of scene. This representation 

actually specifies the Gist of the scene. 

Gist consists of all level of information from low- level (e.g. colour) to intermediate (e.g. texture, 

shape) to high level (i.e. semantic information), so Gist can be defined as conceptually and 

perceptually. Conceptual Gist refers to semantic information that is understood while seeing the 

scene and then disappeared from the view. In other words, we can say that conceptual Gist is a 

verbal description of an image that was actually perceived. Perceptual Gist can be defined as the 

structural representation of natural scene that is built during perception. 

 Perceptual content of Gist contains the image properties, e.g. spatial frequency, colour and 

texture. These properties actually provide structural representation of real-world images. Using 

these properties, e.g. filtering out edges of images, one can determine the structure of the scene 

that is helpful for scene identification. Two images having same structural representation may 

belong to same category. Oliva and Schyns [32] have studied the role of spatial frequency scale 

for rapid scene identification. They distinguish the information from blobs and edges by 

presenting hybrid stimuli (combining low spatial frequency of an image and high spatial 

frequency of an image). Figure  3.1 shows hybrid stimuli where low spatial scale shows oriented 

blobs and high spatial scale conveys information related to surface and contours. 

Gist descriptor has received a lot of attention in the context of scene recognition. Gist descriptor 
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was initially proposed in [4]. The idea is to develop the low dimensional representation of scene 

using dimensions like naturalness, roughness, openness, expansion and ruggedness that can be 

used for representing the structure of scene. 

                                              

Figure 3.1: (a): A hybrid image representing of a hall scene in high spatial frequency and urban scene in 

low spatial frequency. (b): The hybrid image showing a urban scene in high spatial frequency and hall 

scene in low spatial frequency (image taken from [32] ) 

We computed the colour difference in LAB colour space [33] between database image and query 

images. We now discuss in details the Colour difference in LAB colour space.  

3.1.2. Colour Difference 

Colour is another important feature for image retrieval. Humans are not so be effected by small 

variation in colour. There are different colour space representation schemes of which most 

commonly used is RGB because mostly images are available in RGB. RGB is non-uniform 

colour space that can be represented by human eye perception. The aim of colour spaces is to aid 

the process of describing colours between people, machine or programs. 

L*a*b colour space was defined by the CIE (International Commission on Illumination) and is 

colour opponent space with dimension L for lightness and 𝑎 𝑎𝑛𝑑 𝑏 for colour dimension. L*a*b 

colour space includes all recognizable colours, which means its gamut (subset of colours) 

exceeds those of RGB colour model. The purpose of L*a*b colour space is to define a space 

which can be calculated using simple formulas of XYZ, but it is more intuitively uniform as 

compared to XYZ colour space. Perceptually uniform means that when choosing a colour space, 

we want to have a colour space that is (1) easy to compute and (2) exhibits perceptual uniformity 

   (a)   (b) 
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which means that a change ∆i in the colour value has an impact ∆j on the visual appearance of the 

image such that ∆i is comparable to ∆j. The Lab colour space is used in many applications, e.g. in 

Adobe Photoshop, when graphic for print has to convert from RGB to CMYK. 

We have used L*a*b Colour space [33] for calculating similarity between query image and 

matched images. One of the advantages with lab colour space is that it is device independent. 

Device independent colour space is one where a set of parameters will produce the same colour 

regardless of the underlying hardware. 

L*a*b Colour Space comprises of three coordinates namely (1) L which represents lightness of 

colour (L* =0 indicates black, L*=100 represent diffuse white) (2) colour position between 

red/magenta and green (a*, negative values indicate green and positive values indicate 

magenta/red) and (3) colour position between blue and yellow (b*, negative values indicate blue 

and positive value indicate yellow). The coordinate values ranges from 0 to 100. 

 

 

 

 

 

 

 

 

 

                                                             

 

                                     

               Figure 3.2: Lab colour space Model 

 



22 | P a g e  

Scene Completion Using Top-1 Similar Image 

 

 

 

 

 

 

The Lab colour space model is a three dimensional model, i.e. it can only be represented in three 

dimension space. Colour space conversion is just the transformation of colour from one basis, 

e.g. RGB, to another, e.g. Lab Colour Space. An example of such a transformation is shown in 

Figure  3.4 which is just a representation of colour from one basis into another. 

  

                                                    Figure 3.4: (a) RGB image (b) Image in Lab Colour space 

We now discuss the texture feature in detail. 

3.1.3. Texture Feature 

Texture plays a very important role in image analysis and understanding specifically for remote 

sensing and medical imaging. In addition, texture information is used for image segmentation by 

classifying pixels based on surrounded texture information. 

  

                            Figure  3.3: The CIE 1976 (L* a* b*) colour Space 

  

(a) 
(b) 
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We have computed SFTA texture feature proposed in [5]. The SFTA algorithm is divided into 

two sections. First, we crumble the grayscale images into binary images. That can be done using 

two thresholds binary decomposition (TTBD). In two threshold binary decomposition, we have 

grayscale image and return a set of binary images. For binary image, some threshold values are 

required that can be obtained using multi-level Otsu algorithm. .The Otsu algorithm finds 

thresholds that actually minimize the intra-class variance. This algorithm is employed recursively 

to each region of image until desired number of thresholds 𝑛 is achieved where 𝑛 is user defined 

parameter. 

The next step of TTBD is to decompose the input grayscale image 𝐼 into a set of binary images. 

This can be done by using pairs of threshold from set of threshold and applying two-threshold 

segmentation as Eq. 1,  

 
𝐼𝑏 𝑥, 𝑦 =  

1 𝑖𝑓 𝑡𝑟 < 𝐼 𝑥, 𝑦 < 𝑡𝑝
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  
(1) 

                                                                                   

Where 𝑡𝑟  and 𝑡𝑝  denote lower and upper threshold values respectively. The main assets of TTBD 

is that the set of binary images obtained is a superset of all the binary images that were retrieved 

by applying one threshold segmentation using threshold that figure out with multi-level Otsu 

algorithm [34]. 

3.1.3.1. Otsu Algorithm 

The purpose of Otsu algorithm is to cluster-based segmentation. The idea of this algorithm is that 

image consists of two classes named as background and foreground then it computes the optimal 

thresholds that separates the classes so that their combined variance (intra-class variance) is 

lesser so that equivalently their inter-class variance is maximal. 

An outline of Otsu algorithm is given in Algorithm  3.1. 
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Algorithm  3.1: Otsu Algorithm                                               

1. Compute probabilities and histogram of each level 

2. Setup initial 𝜔𝑖 0 𝑎𝑛𝑑 𝜇𝑖(0) where 𝜔1 𝑡 =  𝑝𝑖
𝑡
𝑖=1   

                                                   and   𝜇1 =   𝑖𝑝𝑖/𝜔1(𝑡)𝑡
𝑖=1  

3. Step through all possible threshold m = 1……maximum Intensity 

1. Update 𝜔𝑖  𝑎𝑛𝑑 𝜇𝑖  

2. Compute 𝜎𝑛
2(𝑚) 

4. Output desired threshold, i.e. maximum{𝜎𝑛
2(𝑚)} 

                                                      

3.1.3.2. SFTA Feature Extraction Algorithm 

After applying two thresholds binary decomposition, next step is to construct SFTA feature 

vector that consists of binary image‟s size, mean gray level and boundaries‟ fractal dimensions. 

The fractal measurements are used to define the complexity of objects and structures segmented 

in input image. The boundary region of binary image is represented as border image as follows: 

 

∆ 𝑥, 𝑦 =  

1 𝑖𝑓 ∃ 𝑥′ , 𝑦′ ∈ 𝑁8[(𝑥, 𝑦)]

𝐼𝑏  𝑥
′ , 𝑦′ = 0  𝑎𝑛𝑑

𝐼𝑏  𝑥, 𝑦 = 1
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  

(2) 

where 𝑁8[(𝑥, 𝑦)] are 8-connected neighbor pixels of (x, y). The value of ∆ 𝑥, 𝑦  will be 1 if the 

pixel at position (𝑥,𝑦) in the corresponding binary image position 𝐼𝑏(𝑥, 𝑦) is 1 and the value of 

at least one neighbor pixel is 0; the value of  ∆ 𝑥, 𝑦  will be 0 otherwise. The fractal dimensions 

are calculated from each border pixel using box counting algorithm. 

The gray-level and size provide additional information that is extracted from binary images. 

Hence, the dimension of SFTA feature vector corresponds to number of binary images obtained 

using TTBD process multiplied by 3. The details of the box counting algorithm are given in 

Section  4.1.2. 
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3.1.4. Top-1 Image 

In recent years, large image repositories have been created in many areas, i.e. in academic, 

commercial and medical domains. In general, images are manually tagged with some additional 

descriptors that allow retrieving images. However, the method of manually tagging images is 

rather time consuming. 

 One image retrieval method that actually addresses these issues is content based image retrieval. 

Content-based image retrieval is a process of finding matching images of query image from large 

collection of data. These are performed based on features namely colour, texture, shape. There is 

a problem in content based image retrieval. For different queries, different types of features have 

different significance. Now the issue is how to derive the weighted scheme to balance the 

relative importance of all features and there is no universal formula for all queries. 

As already mentioned that in this work, we consider three features namely Texture, Gist and 

colour and compute the feature vector of each image. After intensive experiments, we observed 

significance of feature and assigned weights to Gist, Texture and colour as 0.5, 0.2 and 0.3 

respectively. For a given input image, we retrieve the matching images based on minimum 

distance. We have used L2 distance for the purpose as a similarity measure to find the distance 

between the query image and images in the data repository (Eq. 3). 

 
ActualDifference = sort( (GW ∗ GistDiff(i)

n

i=1

, TW ∗ TextureDiff i , CW ∗ ColorDiff i ) 
(3) 

where 

 GW ∶ Gist weight = 0.5 

TW: Texture weight = 0.2 

CW: colour weight = 0.3 

The drawback of this scheme is that it is biased towards the actual values. There are situations 

where the distance between images based on one particular feature is very high and that distance 

dominates the results from other features. To address this problem, we have proposed a unified 

ranking scheme that is able to handle any number of features and satisfies the value invariance 

property (defined in Section  2.3).  
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The idea of this ranking scheme is to have an image rank combined with weights for each feature 

and compute final rank based on majority scores. We have shown ranking scheme in Table  3.1. 

Where GR, CR and TR are individual‟ ranks of images based on Gist, Colour and Texture 

respectively. After calculating individuals rank then we compute final rank of the image based 

on the values and the rank score. The difference in results has been highlighted in Table  3.1. 

Table 3.1 : Ranking Scheme 

3.2. Context Matching 

After having semantically valid matching s images, the next step is to find the best region from 

matching image that is used to fill the hole of input image in such a way that the changes are not 

visible with naked eye. 

 It is more convenient to search the matching pixels that are close to boundary of hole rather than 

searching the whole image. Note that pixels near to holes‟ boundary are more important as 

compared to other pixels. We define local context to be all pixels 85 radius as in literature around 

missing region‟s boundary as shown in Figure  3.5. 

 Gist Colour Texture Unified Rank 

GR 

 
W1=0.5     A1=GR*W1 CR 

 
W2=0.3 A2=CR*W2 TR 

 
W3=0.2 A3=TR*W3 Sum(A1,A2,A3) 

Image1 2 0.5 1 1 0.3 0.3 3 0.2 0.6 1.9       R2 

Image2 1 0.5 0.5 3 0.3 0.9 2 0.2 0.4 1.8       R1 

Image3 3 0.5 1.5 2 0.3 0.6 1 0.2 0.2 2.3        R3 
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Figure 3.5: a) Input Image b) Mask Image c) Local context around hole 

For context matching, first matching image is resized to input image at different scales. This 

context is compared against matching images across all translations and scales [.081, 0.90, 1]  as 

in literature using Eq.4. 

 

   ContextSSD =   InputImage − MatchedImage 2

3

i=1

 

(4) 

where i =  Colour Channel.                                                

The translation and scale for which context is contained in the matching images are considered 

as best placement based on minimum SSD error. In addition to find SSD error, we have also 

computed texture similarity in order to measure the affinity between source image and region 

that is being filled under local context. 

A texture descriptor is computed using median filter of image gradient at each pixel. Median 

filtering is basically a non-linear operation in image processing that is used to reduce the “salt 

and pepper” noise. Median filtering is most appropriate when aim is to remove no ise and 

preserve edges as well. The basic idea behind the median filter is to consider each pixel along 

with its neighbour pixels and replace the pixel value with the median of those values. The 

median is calculated by sorting all surrounding pixel values in an ascending order and replacing 

pixel value being considered with the middle pixel value. 

Median filtering is a kind of smoothing technique like Gaussian filtering. All smoothing 

     (a)     (b)     (c) 
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techniques are impressive at removing noise in smooth regions but it is very important to 

preserve the edges because edges are very important for the visual importance of an image. 

 Median filtering performs well for removing small to medium level of noise; on the other hand 

its performance deteriorates when noise levels are high. After computing texture descriptor using 

median filter, both texture descriptors are compared using sum of square difference (SSD). 

        

Figure 3.6: Template matching at different scale and Translation 

3.3. Finding Best patch using Graph Cut 

Once the completing patch has been obtained, we composite matching scene into incomplete 

image. The input mask covers the area of the incomplete image that user specified but edges of 

the mask may not be a good option for stitching two images when gradient of both the images 

are rather different from each other. This can be reduced by refining the input mask. We allow 

the mask to leave from its original path and find its best place so that subsequent blending looks 

more persuasive. 

 Instead of copying and pasting matched patch into hole, we stitch it together with original image 

such that the seam between matching patch and the original image is less noticeable. This can be 

done by finding maximum flow/minimum cut via graph cut. Graph-cut schemes have been used 

in domains like image segmentation [35][36][21][37], image restoration[22] and 

stereo[38][39][40] [25],Texture synthesis [23], object recognition[41], shape reconstruction[42], 
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etc.   

For solving the graph cut problem, each pixel in the overlapping region represents node of the 

graph, all node are connected to its four neighbours. We assign weights to all edges of the given 

pixel using Eq. 5. 

 SM s, t, A, B = ║A s − B s ║ + ║A t − B(t)║ (5) 

Where 

 

A= Matching Patch 

B= Old Patch 

s= current pixel   , t= neighbour pixel 

In order to find maximum flow inside graph, we need two terminal sources and sink as shown in 

Figure  4.4. All pixels under mask are connected to sink and similarly all pixels at the maximum 

border of local context are connected to source terminal. Thus, flow must go through the border 

of the input mask. For calculating maximum flow/ minimum cut, we have used C++ library 

implementing Max-Flow Algorithm [6] . 

For using this library we need two matrices (1) Adjacency matrix that represents edge weight of 

all neighbours using Eq. 5 and (2) Terminal matrix that represents the source and sink edge 

weights. All pixels under mask are connected with sink with infinite weights and all pixels at 

maximum border of local context are connected with source terminal with infinite weight; this 

means that these pixels must come from the matching patch and original patch respectively. All 

other pixels under overlap region are designated as source or sink by the max-flow Algorithm. 

These two matrices are used for max-flow algorithm that specifies the pixels coming from the 

matched or the original patch. 

3.4. Poisson Blending for removal of visible seam 

The basic purpose of blending is to seamlessly blend a source image into a target image. The 

simple method is to copy pixels from source image and paste into target image but it will 
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produce visible seam because human visual system is more sensitive to gradient rather than 

absolute intensities. 

3.5. Summary 

We have discussed steps of Data intensive scene completion (DISC) in detail. We have discussed 

the importance of image retrieval and the features that are computed for finding similar images. 

We have also discussed the image composition step in detail. Smoothing techniques are also 

discussed to conclude this chapter.  
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Chapter 4 

 

 

           Implementation 
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CHAPTER 4. IMPLEMENTATION 

In this chapter, we discuss implementation details of the steps in DISC. We first talk about scene 

matching and discuss the feature computation details. Then, we discuss context matching, i.e. 

how we are able to select a patch from the completion image for the input image. In the end, we 

discuss Graph-cut implementation details which are needed for the completion purposes.  

4.1. Scene Matching 

As mentioned already that in order to find the matching images from a large repository, we have 

calculated three features namely Gist, Texture and Colour. Gist describes the shape, structure of 

images at different scale and orientation. Texture is very important when segments from different 

images are being combined together. Similarly, the Colour feature helps in finding and then 

harmonising the colour difference between the input image and the completion image.  

We now discuss the implementation details for these features.  

4.1.1. Gist Descriptor 

Gist descriptor focuses on shape and structure of scene itself. The implementation details are as 

follows. We first pre-process the image by resizing the image to 256 x 256 pixels. Next, we 

convolve the input image with 32 Gabor filter at 4 scales and 8 orientations, producing 32 feature 

map of same size as of input image. 

In the next step, we divide each map into 16 regions (4x4 grids) and average the feature value of 

each region then concatenates all 16 region values of all 32 feature map resulting in 16 ∗ 32 ∗

3 =  1536 Gist descriptor. 
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We have calculated Gist descriptor for all images in the repository and compared Gist of query 

image with the Gist of all images using L2 Distance according to Eq. 6, 

 
GistSSD =    ImageGist i − QueryGist i  

2
n

i=1

 
(6) 

 

 

where  

ImageGist is the Gist descriptor of database images, 

QueryGist is the Gist Descriptor of Query Image and 

n = size of the Gist descriptor. 

4.1.2. Texture Feature 

To compute the texture feature we have used Segment-based Fractal Texture Analysis (SFTA) 

method. The SFTA algorithm consists of two steps.  

1. Two-Threshold Binary Decomposition 

2. SFTA extraction Algorithm 

4.1.2.1. Two-Threshold Binary Decomposition 

Two-threshold binary decomposition takes grayscale image  𝐼𝑚(𝑥, 𝑦) as input and outputs set of 

binary images. The first step of TTBD is computing set of threshold 𝑇. This can be done using 

Otsu algorithm [34] (discussed in Section  3.1.3.1.). Otsu method is used for image thresholding. 

An image is 2D grayscale and consists of 𝑁 pixel and 𝐿 gray levels. We have extended multi-

thresholding of an image. We have k-1 thresholds that actually divide the image into K classes, 

𝐶1 =  1 … . 𝑡 ,𝐶2 = [𝑡 + 1 ………𝑡2] ,………………… . ,𝐶𝑀 = [𝐶𝑀−1 ……… . . 𝐿] . The optimal 

thresholds {𝑡1
∗, 𝑡2

∗ …… . . 𝑡𝑀
∗ ] are chosen by maximizing the 𝜎𝐵

2 as follows: 
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  t1
∗ , t2

∗ …… . . tM
∗  = Arg max

1<𝑡……<𝑀−1
{σB

2 (t1, t2, t3 ……… tM ) (7) 

The next step of TTBD is to decompose the grayscale image into a set of binary images. This can 

be done by using pairs of threshold from set of threshold T. The criteria of segmentation can be 

defined as follows: 

  
1             if tl < 𝐼𝑚 x, y ≤ tu

0 otherwise
  

(8) 

 

Where 𝑡𝑙  and 𝑡𝑢  are lower and upper thresholds. The set of binary images are obtained by using 

two thresholds segmentation using all pairs of contiguous threshold values. The reason for using 

pairs of thresholds is to compute the binary images to segment the objects that are not possible 

using regular segmentation. The result of TTBD is shown in the Figure  4.1. 

 

                                                       

 

                                                                 

 

    

Original Image 

Grayscale Image 
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                                    Figure 4.1.Decomposition of input image using TTBD algorithm 

4.1.2.2. SFTA Extraction Algorithm 

After applying TTBD on input image, SFTA feature vector is constructed that uses binary 

image‟s size, mean gray level and boundaries‟ fractal dimensions. The fractal measurements are 

used to find the complexity of the object and structures segmented in the input image. For 

calculating boundaries of region, input image 𝐼𝑚(𝑥, 𝑦) are represented as border image and  

∆(𝑥,𝑦) is calculated using Eq. 2 (Section  3.1.3.2). Thus, the border is one pixel wide. The border 

image is shown in Figure  4.2. 

                                                                                     

                                                                                     Figure 4.2: Border Image 

After calculating the border image, fractal dimensions are calculated using box counting 

algorithm. The box counting algorithm works as follows: 

   Find Border 



36 | P a g e  

Scene Completion Using Top-1 Similar Image 

1. Pad the image with background pixel so that the dimensions would be power of 2. 

2. Set the box size 𝑒 to the size of image. 

3. Compute 𝑁(𝑒), which represents number of boxes of size e which contains at least one 

pixel object. 

4. If 𝑒 > 1 then  𝑒 = 𝑒/2 and repeat step 3. 

5. Compute points log 𝑁 𝑒  𝑋 log(
1

𝑒
)  and use least square method to fit the line to these 

points. 

6. The returned fractal dimension D would be slope of line. 

The mean gray level and pixel count can enhance the information extracted from binary images. 

Hence the SFTA feature vector dimensionality corresponds to three times the number of binary 

images. 

4.1.3. Colour Difference 

We have used Lab Colour space for calculating similarity between query image and matched 

images. We have calculated colour difference between database image and query image in lab 

colour space using the Eq.9.  

 ColorDiff = √( ∆L2 + ∆a2 + ∆b2  ) (9) 

4.2. Context Matching 

In order to find the best patch from matching image, we consider all pixels near holes‟ boundary 

as more important as compared to other pixels. We define local context to be all pixels 85 radius 

around missing region‟s boundary as shown in Figure  3.5. First matching image is resized to 

input image at different scale. This context is compared using Eq. 4 against matching images 

across all translation and scales [.081, 0.90, and 1] as best placement based on minimum SSD 

error. In addition to SSD error, we have also computed texture similarity in order to measure the 

affinity between source image and the region that is being filled under local context. 
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4.2.1. Texture Similarity 

We compute texture descriptor using median filter. Median filter works like mean filter, it 

considers all the pixels in the image and checks its surrounding pixels and determines whether it 

is representative of its surrounding pixel or not. It replaces the value with median of those values. 

The median of all values is calculated by first sorting the values in numeric order then replacing 

the pixel being considered with middle pixel value. The example is shown in Figure  4.3 

 

 

 

 

 

 

Figure  4.3: Median Filter 

After computing the texture descriptor using median filter, both texture descriptors are compared 

using Sum of square difference. 

4.3. Graph-Cut Implementation 

We discuss the graph cut in detail. 

4.3.1. Background on Graph 

A graph G= {V, E} consists of set of nodes V and set of edges E. Each node represents a single 

pixel. For graph cut solutions, two additional nodes source and sink (termed collectively as 

terminals) are added to the graph as shown in Figure  4.4. Terminals correspond to set of labels 
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that can be assigned to each pixel that is being considered. George et al. were the first to propose 

the max-flow/min-cut algorithms. In flow graphs, there are two types of edges, N-links and T-

links. N-links connects pairs of pixel. Cost of N-links refers to a penalty for discontinuity 

between pixels. T-links are used to connect pixels with terminal nodes. Cost of T-links 

refers to a penalty for assigning a specific label to the pixel. In the next section we 

will describe Min-cut/Max-flow problem briefly. 

                  

Figure 4.4 : Example of graph with source and sink 

4.3.2. Minimum Cut/Max Flow 

A 𝑠 − 𝑡 cut CT with two terminals is partition of graph into subset 𝑆1  and 𝑆2 in such a way that s 

belongs to S1 and t belongs to S2. Figure  4.5 shows example of a simple graph cut which means 

that nodes 1, 2, 4 and 7 belong to subset 𝑆1  while nodes 3, 5, 6, 8 and 9 belong to subset 𝑆2. The 

cost of cut CT can be defined as Sum of cost of all the boundary edges. Maximum Flow problem 

can be solved by finding maximum flow from source S to sink T. This is done using Ford-

Fulkerson algorithm. Note that each subset 𝑆1 and 𝑆2 contain only one terminal which means that 

a cut corresponds to assigning a label to a pixel. 



39 | P a g e  

Scene Completion Using Top-1 Similar Image 

 

Figure 4.5: Example of cut on graph 

4.3.3. Minimum Cut Procedure 

Figure  4.6 shows basic terminology. There are two non-overlapping search trees 𝑆1 and 𝑆2 

connected with parent/root at source S and sink T respectively. In trees 𝑆1 and 𝑆2 all edges from 

its parent to children are non-saturated. The nodes that are not connected to any terminal node 

are called free nodes. 

The nodes in tree 𝑆1 and 𝑆2 can be passive and active labelled as A and P respectively. An 

example of search Tree 𝑆1 (Green nodes) and 𝑆2 (red nodes) after growth Stage when path is 

found from S to T is shown in Figure  4.6. Free nodes are represented by black nodes. The basic 

idea is that active nodes are allowed to grow the tree by getting new children from the free 

nodes. Active nodes are those which are on the border while passive nodes are internal nodes 

that cannot grow the tree because these nodes are being blocked by other nodes. An augmented 

path, a flow path, is found when an active node in one of the trees 𝑆1 or 𝑆2 finds a node that 

belongs to other tree. The algorithm has three steps which are discussed below. 

1) Growth Stage: In this stage search tree 𝑆1 and 𝑆2 grow by finding new children from set 

of free nodes until one node detects a node that belongs to the other search tree, thus 

yielding an s-t path. The active nodes search for non-saturated adjacent nodes and get 

new children from set of free nodes. Free nodes are represented as blank nodes in Figure 

 4.6. These new children become active node. Next, all the neighbors of a given active 

node are explored and the active nodes then become passive. Growth stage is terminated 
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when active node finds a node that belongs to other tree and thus, we get an s-t path. 

2) Augmentation Stage: In this stage, a discovered path during growth stage is augmented 

that actually breaks search tree into a forest. Augmentation stage augments the path by 

pushing maximum flow so that some edges in the path become saturated. Some of the 

nodes in this stage become “Stray” as edges linking stray nodes to their parents become 

saturated (having maximum flow). 

3) Adoption Stage: In this stage tree 𝑆1 and 𝑆2 are restored. The main purpose of this stage 

is to restore the single-tree structure of tree 𝑆1 and 𝑆2 with roots S and T. Adoption stage 

finds parent of “Stray” nodes that should be from same tree 𝑆1 or 𝑆2 and connected with 

non-saturated edge, if adoption stage fails to find valid parent of “Stray” node then this 

node is removed and becomes free node This stage terminates when there is no “Stray” 

node and trees 𝑆1 and 𝑆2 are restored. 

4.3.4. Minimum Cut Algorithm 

                   

Figure 4.6: Example of search Tree S1 (Green nodes) and S2 (red nodes) after growth Stage when path is 

found from S to T .Free nodes are represented by black nodes. Active nodes are labeled by A and passive 

nodes are labeled by P. 

An overview of the Minimum cut algorithm is given in Algorithm 4.1.   

Algorithm 4.1: The General Structure of Algorithm 
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Initialize:    S1= {S}    S2= {T}   A={S, T}   Stray=ɸ 

While True 

Grow S1 or S2 to find Augmenting Path “P” from S to T 

If P =ɸ terminates 

Augment on PATH 

Restore Stray 

End while 

It is helpful to store content of search tree 𝑆1 and 𝑆2 using a flag that actually describes the 

relationship of each node q as, 

flag(q) =    

S1 if q ∈ S1
S2 if q ∈ S2

∅ if q ∈ Freeode

  

If node q belongs to any tree then its content would be stored as Parent(q). It is important to 

mention that the roots of the search trees say source and sink. Note that all these all these edges 

should be non-saturated for node 𝑞 to be a valid parent for its child 𝑟. 

4.3.4.1. Growth Stage Algorithm 

At this stage, Active nodes get new children from free nodes. The Growth stage algorithm is 

shown in Algorithm  4.2.  

 

Algorithm 4.2:Growth Stage Implementation 

While 𝐴 ≠ ∅ 

                Select an Active node 𝑞 ∈ 𝐴 

                For every neighbor  𝑟 such that Res_Cap(q → r) > 0 

                               if flag r = ∅  Then add r to tree as an Active node 

                                            flag r : = flag q  

                                      Parent r ≔ q 

                                            A ≔ A ∪ {r} 

                           If  flag(r) ≠ ∅ and flag(r) ≠ flag q  
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                                        Return P= pathS→T  

              End for  

              Remove q from A 

     End while 

     Return P = ∅ 

4.3.4.2. Augmentation Stage Algorithm 

During growth stage, an s-t path has been found. The augmentation stage takes the path as an 

input and augments that path by pushing maximum flow from S to T. Details of Augmentation 

stage are given in Algorithm  4.3. 

 

Algorithm 4.3: Augmentation Stage Implementation 

Find the bottleneck capacity C on path P 

Update the residual graph Gf by pushing flow f through path P 

For each edge (q, r) in P that becomes saturated 

        If  flag q = flag r = S1 then set 

                  Parent r : =  ∅      and  

                             Stray ≔ Stray ∪ {r} 

     If    flag q = flag r = S2 then set 

                             Parent q ≔  ∅    and  

                             Stray ≔ Stray ∪ {q} 

End   For 

            

 

4.3.4.3. Adaptation Stage Algorithm 

In this stage, all stray nodes are processed. Each node q being processed finds a new parent 

within the same tree. If node q finds a valid parent that node will remain in the same tree but 
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with different parent and if it does not find a valid parent then this node will be removed from 

the list of stray nodes and becomes a free node and the child nodes become stray nodes. The 

steps in the implementation of adoption stage are shown in Algorithm  4.4. 

 

Algorithm 4.4: Adaptation Stage Implementation 

 

While  stray ≠ ∅ 

        Select a Stray node q ∈ Stray and remove it from stray 

       Process q 

End while 

 

The operation “Process q” contains following steps. First, find new valid parent of q from all its 

neighbours. A parent r is a valid parent if flag q = flag r , Res_Cap(r → q) > 0 and origin of r 

should be source or sink because during adoption stage a node may come from Stray in the 

search tree 𝑆1 and 𝑆2. If node q catches the legal parent then we assign as parent q = r and 

status of node q remain same but if it does not find valid parent then node q is treated as a free 

node. Consequently, following operations are performed. 

 

1) Scan all neighbour of node q such that flag r = flag q  

i. if Res_Cap > 0 𝑎𝑑𝑑 𝑟 𝑡𝑜 𝑡ℎ𝑒 𝑎𝑐𝑡𝑖𝑣𝑒 𝑠𝑒𝑡 𝐴  

ii. if Parent r = q add r to the set of Stray and set Parent r : = ∅ 

2) flag q ≔ ∅ , A ≔ A −  q  

 We have used the above algorithm for image composition that actually decides which pixel will 

come from original image or matching image that helps us for image completion in such a way 

that the user does not detect any modification in the image with naked eye. We have shown 

graph cut mask in Figure  3.5. 

We have mask image in which black corresponds to 0 and white colour corresponds to 1. All 

pixels with label 0 should come from original image and the pixels with label 1 come from the 

matching image. 
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4.4. Poisson Equation for Removal of Visible Seam 

To solve Poisson blending, some terminologies may help to understand as shown in Figure  4.7 

where v represents gradient of region in an image as a vector while g corresponds to source 

region we need to paste. The notation f represents unknown function in domain and f* 

corresponds to a known function that exists in domain S. The  corresponds to the area where 

source image g is placed on domain S where S corresponds to target background. The ∂𝛺 

represents the boundary between the source and the target image. The simplest interpolate f of f* 

over is membrane interpolate which can be defined as minimization problem as follow. 

                                                                                                       mⅈn  ∇f 2
Ω

 with    f ∂Ω =   f ∗ ∂Ω (10) 

 where ∇= 𝜕𝑥 + 𝜕𝑦 is the gradient operator. The minimiser must satisfy the Euler-Langrage 

equation as:  

                  ∆f = 0 over Ω with  f ∂Ω =  f ∗ ∂Ω (11) 

∆. = ∂2

∂𝑥2 + ∂ 2
∂𝑦2 is Laplacian operator. For image editing this method produces blurred 

interpolates.  This problem can be solved by introducing hard constraints in the form of guidance 

vector field. The guidance field is a vector field used in minimization problem as Eq.10. The 

solution of this problem is the Poisson equation with Dirichlet boundary conditions. 

 
 mⅈn   ∇f − v 2

Ω

 with    f ∂Ω =   f ∗ ∂Ω     
(12) 

where  

𝑑𝑖𝑣v =   ∂𝑢 ∂𝑥 +∂𝜈
∂𝑦  is the divergence property of vector field  v = (𝑢,𝑣). 
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Figure 4.7: Guided Interpolation Notations (image Taken from[27]) 

4.4.1. Discrete solution and implementation with sparse matrix    

To solve Poisson blending algorithm, we need to construct system of equations. Given target 

image A and source image B and a new image C (where C should be improved version of image 

B that blends in with image A better). First the boundary constraints, the pixels on boundary of C 

should be same pixel of A on that boundary so that we can match those pixels outside mask and 

blend them. Mathematically, 

                 C x,y =   A x,y ∀ x, y ∈ ∂B (13) 

 So we already know the solution of pixel at the boundary, we need to solve the value of interior 

pixel of C. The gradient of interior pixel of C should be equal to gradient of interior pixel of B. 

The gradient of image at a given point can be calculated as sum of difference between pixels and 

its entire neighbour. Mathematically it can be written Eq.14.  

  ∇B x,y  = 4B x, y − B x − 1, y − B x + 1, y − B x, y − 1 − B(x, y + 1) (14) 

If one of the neighbour belong to a boundary then its value would be fixed, on the other hand if 

the one of the neighbour is outside of mask region it must be excluded. This is summarized for 

all cases for every pixel in C using following Eq.15. 
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  N H x, y −  C(x + dx, y + dy)
 dx ,dy  +(x,y)∈Ω

−  A x + dx, y + dy 

 dx ,dy  +(x,y)∈∂Ω

=   (B x = dx, y + dy − B(x, y)
 dx ,dy  +(x,y)∈Ω∪∂Ω

 

(15) 

                                                                    

We need to solve this equation for every pixel in C, so this can be done using system of equation 

as  

 Ax = b (16) 

where A is a sparse matrix NxN where N is the number of pixel to be copied, b is the guiding 

gradient plus the sum of all non-masked neighbour pixels in target image A. The non-masked 

neighbour pixel defines value of pixels at the boundary of mask which are blended across the 

mask area. If the guiding gradient is zero, we are just solving the Laplace equation and the values 

at the boundary are blended smoothly. We can find values of x which are values of pixels inside 

the target image by solving Eq.16. 

                          

                                                                                                         Before Blending       After Blending 
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4.5. Summary 

We have discussed the implementation techniques for scene completion. We have also discussed 

the algorithms in detail that are used to find the maximum flow for solving graph cut problem. 
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Chapter 5 

                    

 

                    Evaluation 
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CHAPTER 5. EVALUATION AND ANALYSIS  

In this chapter, we give the evaluation of this work. We first discuss the system setup. Then, we 

discuss the dataset that is used for finding matching images for scene completion. Finally we 

discuss our experimental results and evaluation. 

5.1. System setup 

Our system is implemented using Matlab, on a Dell Machine with Intel® Pentium® 2.10GHz 

processor.  

5.2. Libraries 

We have used maxflow-v3.01 library that computes the max-flow/min-cut on graph that is 

compiled on Visual studio 2010. It implements the Boykov-kolmogorov algorithm, which tends 

to be fast in computer vision problems.  

5.3. Datasets 

We evaluated our approach on publically available dataset [43]. We have constructed our image 

collection from [43] that contain different categories i.e. forest, opencountry, street, insidecity, 

coast and tall building. Our data repository contains 300 images for each category. In addition, 

we have also included results of Hays in our dataset in order to validate the results from Hays et 

al.  
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5.1. Evaluation 

5.1.1. Image Preparation 

We have created input image by removing unwanted objects or portion from an image  

 

 

 

 

 

 

 

 

 

 

                                                 

                                                   

 

 

 

 

 

 

                                                   Figure  5.1: Create Input Images 

 

                            Original Image                                     Input Image 

                                      

                                    

                                     

 

 

 



1 | P a g e  

Scene Completion Using Top-1 Similar Image 

 

5.1.2. Top-1 Image 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                                   

                                 

 

GIST Colour Texture Value-Based 𝑹𝒗  Unified Rank(𝑹𝒖) 

     

 

      (a) 

(b) (c)       (d) (e) (f) 
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Figure 5.2: (a) Input Image (b) Image Retrieval based on Gist (c) Image Retrieval based on colour (d) 

Image Retrieval based on Texture (e) Value-based Image Retrieval (f) Unified Ranked based Image 

Retrieval  

We evaluated our proposed ranking scheme on a sample set. First, we show image retrieval based on 

single feature Gist, Texture and colour as shown in Figure 5.2. After intensive experiments based on 

single feature, we assigned weights to each feature and retrieve images based on combined weighted 

feature called value-based(𝑅𝑣) image retrieval. The above result shows that this retrieval approach is 

biased toward the actual value. In this particular case, Gist and colour feature dominate over texture 

feature. In order to evaluate our proposed unified ranking scheme that satisfies value-invariance property 

and is able to handle the more than two features. We have an image rank for each feature and compute the 

final rank based on majority scores called unified Rank(𝑅𝑢 ) image retrieval. 

 

 

 

 

 

 

 

 

 

 

 

         (b) (c) (d) (e) 
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         GIST           Color       Texture Value-Based  𝑅𝑣  Unified Ranking(𝑅𝑢) 
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Figure 5.3: (a) Input Image (b) Image Retrieval based on Gist (c) Image Retrieval based on colour (d) 

Image Retrieval based on Texture (e) Value-based Image Retrieval (f) Unified Ranked based Image 

Retrieval 

5.1.3. Scene Completion 

5.1.3.1. Validation 

In this work, we validate the results of Hays et al. using same matching image and the results are 

shown in Figure  5.4 

 

 

 

 

 

 

Figure 5.4: Validation of results using same matching Images. 

In addition, we have also tried to validate the results of Hays et al. using different matching 

image retrieved from our data repository and validate the previous results. In                      Figure 

 5.5, we have shown the actual result of Hays et al. and then our result.  

 

 

 

  

          Original                               Input Image                               Hays‟s Result                                    Our Result               
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                     Figure 5.5: (a) Original Image (b) Input Image (c) Hays ‘Result (d) Our Result 

We have shown some alternative results using different matching images against single query 

image. 
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Data intensive scene completion performs well if we have multiple photographs of same physical 

scene, in order to verify our approach we have used the results of Hays et al. for completing the 

query image. The result is shown in Figure  5.6. 

 

 

 

 

 

Figure 5.6: (a) Original Image (b) Input Image (c) Matching Image (d) Output 

5.1.3.2. Improvements 

We have also compared our result with the recent techniques of scene completion in literature 

and we have more convincing results as compared to other techniques as shown in Figure  5.7 

 

 

 

 

 

 

 

Wilczkowiak et al. 

 

  

 

 

(a)         (b) (c) (d) 

 

 

Original Image Input Image Criminis et al. MS smart erase 

Wilczkowiak et al. Hays et al. Matching Image Our Result 
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                                    Figure 5.7: Results from various image completion algorithms 

5.1.3.3. Further Results 

Furthermore, we have shown our results in Figure  5.8. 
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                           Figure 5.8: (a) Original Image (b) Input Image (c) Output (d) Matching Image 

5.2. Conclusion 

In this chapter, we have evaluated our proposed ranking scheme and validated the results of Hays 

et al. For evaluating our approach, we have included the results of Hays et al. in our data 

repository. Data Intensive Scene completion performs well if we have multiple photograph of 

 

 

 

      

Original Image Matching Match Output Input Image 
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same physical scene. Furthermore, for some of the un-seen situations we have shown results 

which are better than the results from literature.  
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Chapter 6 

 

   

Conclusion and 

Future work 
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CHAPTER 6. CONCLUSIONS AND FUTURE 

WORK 

We have proposed a scene completion scheme named Data Intensive scene completion (DISC). 

In this work, we have validated the results from Hays et al. Further, we have been able to address 

the research problems presented in Section 1.2. We observe that tasks such as image retrieval are 

rather complicated because of large variation in everyday photographs. It is very difficult to 

capture a large variation in images. Hence, selection of good features is also a tricky task. For 

image retrieval, taking clues from literature we have used Gist, Texture and colour feature. After 

intensive experimentation, we observed the significance of each feature and assigned weights to 

each feature. It appears as if Gist is a more significant feature as compared to others because Gist 

is able to extract images that are semantically valid to query image. Traditional retrieval 

approaches use minimum distance measure that is biased towards distance value. Our proposed 

unified ranking scheme selects suitable top-1 matching candidate that is semantically valid to 

query image and produces good results. 

6.1. Conclusions 

In this work, we have proposed a Unified ranking scheme that is used to find the top-1 best 

matching candidate. In addition, we have computed texture feature for retrieving the image that 

are texturally similar to query image in order to overcome the texture mismatch problem. We 

have used graph cut techniques for image composition and compare result obtained by using 

Ford Fulkerson Algorithm. In summary, 

(1) We have validated the results from Hays et al. 

(2) We have addressed the texture mismatch issue as was identified in Hays et al. work. 

(3) We have proposed a unified ranking scheme that can automatically select the best 

completion image from an image repository. 



11 | P a g e  

Scene Completion Using Top-1 Similar Image 

6.2. Future Work 

In future, we plan to extend our work by using our proposed Unified ranking scheme on large 

cloud based repository. A limitation of the proposed algorithm is the inability to recognize the 

objects in scene completion.  In future, we plan to investigate object recognition techniques to 

solve this problem. A comprehensive survey and study on the usefulness of features that could be 

used for image retrieval is also an interesting future work. For example, TinyImage feature can 

be an interesting feature to look at.  
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