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Abstract

In the present era, the integration of Distributed Generation (DG) into power
systems has become possible through power electronic interfaces like Voltage Source In-
verters (VSIs). With the integration of effective control strategies, VSIs serves to provide
reliable and high-quality power supply that meets the needs of various applications in to-
day’s dynamic world, including Uninterruptible Power Supplies (UPS), Electric Vehicles
(EVs), power quality improvement, motor drives, active power filters, grid-tied solar in-
verters, laboratory power supplies and lifesaving equipment in hospitals or at emergency
fields. This dissertation presents a cutting-edge approach for regulating output voltage
in AC microgrids (MGs), using the robust control technique i.e. Sliding Mode Control
(SMC). Despite the recognized feature of robustness, SMC is prone to a phenomenon
called chattering along the sliding surface, which manifests as rapid and unwanted oscil-
lations. Chattering can result in increased power losses and decreased efficiency in the
VSIs, leading to higher energy consumption and reduced system effectiveness. To address
this concern, an adaptive sliding surface selection mechanism is implemented here, that
incorporates the advantages of the Rotating Sliding Surface (RSS) technique, along with
a novel reaching law based on the magnitude of state variables, which enables the adjust-
ment of the control gain value. The composite reaching law proposed in the study inte-
grates three distinct functions i.e. exponential, power, and difference functions. The intel-
ligent mix of these functions makes the law more effective in achieving both high-speed
convergence rate of system states and significant reduction in chattering. In this approach,
the sliding surface is selected using a time-varying slope based on error variables. The
effectiveness of the proposed SMC method, that uses a Composite Exponential Reaching
Law with a Rotating Sliding Surface (C-ERL-RSS) has been studied in comparison to two
existing methods i.e. Cosine Exponential Reaching Law (Cos-ERL) SMC and Fractional
Power Rate Reaching (FPRRL) SMC. The study was conducted on a single-phase VSI
with varying load followed by input voltage and parametric disturbances, and the results
showed that the new method outperformed the existing ones, with very low percentage
of Total Harmonic Distortion %THD i.e. 0.25% and high voltage regulation of 99.9%,
reduced chattering, and minimum tracking time. Moreover, the proposed C-ERL-RSS
SMC, along with the Power Rate Exponential Reaching Law (PRERL) SMC, Enhanced
Exponential Reaching Law (EERL) SMC, and Repetitive Reaching Law (RRL) SMC, are
implemented on a two-level three-phase VSI under variable load conditions. The com-
parative analysis highlights the efficiency and authenticity of the proposed reaching law
in achieving a stable output voltage with improved robustness, reduced chattering, low
%THD of 1.1% and high voltage regulation of 99.83%. On top of it, the performance
of the proposed C-ERL-SMC is evaluated experimentally on Hardware In Loop(HIL)
setup comprising Opal-RT and MicroLabBox-dSPACE 1202. The proposed technique re-
sponded exceptionally well in voltage regulation of 99.8% under extreme conditions with
fast transient response and low %THD of 3.23%.
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CHAPTER 1

INTRODUCTION

Voltage Source Inverter(VSI) is the most momentous element of several advanced
applications. That covers wide range of utilization starting from tiny car adopters, house-
holds, many industrial applications to large grid systems. Speedy and frequent advances
in the field of science and technology, aerospace, communication, defense sector,hospitals
and power storage system requires high quality power supply. Moreover, an unexpected
interruptions and outages may lead to storage loss, program destruction or even malfunc-
tioning of power system equipment. Therefore, a well-regulated, clean and continuous
power supply is of great importance. Several type of Voltage Source Inverters have been
applied so far to achieve controlled quality power exchange between different energy
sources in Distributed Generation (DG) like photovoltaic (PV) and wind generation sys-
tems. According to a report presented by the International Energy Agency (IEA) at the
World Economic Forum in March 2023 [16], renewable energy capacity is projected to ac-
count for 35% of global power generation by 2025. Pakistan, in particular, has significant
potential for generating solar and wind power. The World Bank reports that utilizing just
0.071 percent of Pakistan’s area for solar PV power generation could meet the country’s
current electricity demand. Furthermore, Pakistan aims to increase the share of renewable
energy in its electricity mix to 20% by 2025 and 30% by 2030 [17]. The 2030 Agenda
for Sustainable Development, adopted by all United Nations Member States in 2015, pro-
vides a shared blueprint for achieving peace and prosperity for people and the planet.
Central to this agenda are the 17 Sustainable Development Goals (SDGs), which call for
urgent action by all countries [18]. This study specifically focuses on SDGs 7.1, 7.2, and
7.3.

DGs plays pivotal role in the development of today’s power systems. However,
constrains, primarily associated with supplied voltage stability and power flow limita-
tions, raises serious concerns regarding reliability of such mechanism of generation with
increasing integration of DGs into the power system [19]. This is due to one of the major
facts that DGs have been initially treated as supplementary generating units, comprising
minimal level of control from the transmission and distribution system operators. That
leads to principally passive and least flexible distribution networks, having no chance of
insulating particular section to operate as microgrids (MG) when grid encounters faults
and unforeseen incidents. However, the operation of grid can be achieved in more flexible
and efficient manner through integration of DGs into the system. Furthermore, smart in-
tegration of DGs equipped with proper control and energy storage devices pave ways and
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widens the scope of associated services, along with ensuring uninterrupted power supply,
through creation of active islands, termed as MG, activated by local generating units [20].
Therefore, it is highly anticipated that MG are going to perform key role in shaping future
electrical grids, through addition of DGs at low voltage distribution networks.

A Microgrid (MG) can be envisioned as a small-scale grid, formed by the electrical
integration of Distributed Generation (DG) systems, storage devices, and loads, all man-
aged by a hierarchical control mechanism. It is worth noting here that among available
renewable sources, PVs and wind are considered more suitable generators for integration
in MG, that is due to their smaller size and scalability than central power plants, with a po-
tential to be connected at any part of power systems [21]. Similarly, other non-renewable
sources like diesel or gas fuelled etc., can also be integrated into the MG [22]. Moreover,
MG has the capability to operate in both grid connected and islanded mode [23]. In either
mode of operation, it is always desired that MG must operate to achieve high degree of
reliability to ensure stable and constant power supply.

All these applications and sensitivity associated with the reliable and safe perfor-
mance of MG generally and VSIs specifically calls for exceptionally reliable control and
an effective response mechanism to handle any credible contingency. Therefore, an effi-
cient control mechanism for VSI must be designed to fulfill multiple objectives, first of
all, the controller must guarantee flawless reference tracking with good disturbance re-
jection capability. This results in a well-regulated output voltage with minimal %THD
under both linear and non-linear loads. Secondly, good dynamic response during load
varying conditions is highly desired [21]. It is a common observation that under the con-
dition of heavy load for VSIs, the transient response of the controller is severely affected
[24]. Thus, the controller for Voltage Source Inverter must be capable of achieving the
above-mentioned objectives during unexpected output load variations.

Moreover, in order to cater financial and environmental concerns VSI based sys-
tems are working very near to stability constraints. However, ensuring a stable, reliable,
and effective VSI’s output for sensitive systems, especially MG, is still a challenging task.
Therefore, a control system for VSIs must be designed to achieve the aforementioned ob-
jectives. Thus, to serve the purpose, a well-known effective control methods have been
extensively applied on VSI based-system, specially MG. Conventional controllers, such
as Proportional Integral (PI), Proportional Resonant (PR), Proportional Integral Deriva-
tive (PID), and various robust controllers like H,,, Back-stepping control, and Model
Predictive Control (MPC), are notably used for VSIs. A detailed comparative analysis of
these control techniques and the significance of robust controllers for VSIs is discussed in
Table 2.3 and Table 2.2. From the available robust control techniques, to the best of our
knowledge, Sliding Mode Control (SMC) is found to be the most effective control tech-
nique for VSIs. SMC is a non-linear controller derived from the continuous-time variable
structure control theory and was introduced initially in 1950 in Russia by Emelyanov and
several other co-researchers [25], [26]. SMC has some inherent properties like simple de-
sign, reduced order, and exceptional robustness. Moreover, SMC is insensitive to external
disturbances and parametric variations, finite time convergence, and excellent dynamic
behavior. Due to exponential robustness, SMC has been studied extensively for the first
time in the theoretical research domain [27] and later on applied to industrial applications
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[28]. Due to its inherent characteristics, SMC is a widely adopted technique in several
non-linear systems, including VSI applications. In SMC, the sliding surface is selected
such that states of the system are compelled to reach the sliding surface in a limited time.
With this, system dynamics become linear time-varying stable, having negligible internal
or external disturbances. Irrespective of asymptotic convergence of states to the sliding
surface, like other non-linear control techniques, SMC suffer from few imperfections.

In this perspective, two major areas need utmost attention. The first major short-
coming that SMC suffers is related to a fixed sliding surface that restricts the dynamic
behavior of the feedback system. The fixed value of the sliding surface slope is a com-
promise between tracking time under output current disturbances and the reaching time
of the system states to the sliding surface [4]. The second shortcoming is that SMC of-
ten uses a high value of switching gains to achieve robustness. The choice of high gains
can lead to severe problems related to chattering [29]. As a matter of fact, chattering has
extremely adverse effect of overheating on VSI switches. To handle these challenges,
several state-of-the-art scholarly works have been done so far. However, the reaching law
technique is found to be the most effective in achieving fast reaching time and guaran-
teeing robustness, while causing chattering along the surface if the reaching gain is not
managed properly.

1.1 Research Gaps

Multiple limitations found in existing SMC techniques are discussed at length in the
literature review section. The most relevant of these limitations are listed below. These
challenges motivate the development of a new and improved version of SMC to further
enhance the convergence rate of system states to the equilibrium point with maximum
chattering reduction and low %THD.

i. Research contributions introduced to target draw backs associated with fixed sliding
surface through emphasizing sliding surface design by adjusting the sliding coeffi-
cient value to maintain optimal balance between reaching time and tracking time.
However, the well-known features of interest for VSI applications like %THD, ro-
bustness and voltage regulation along with unwanted chattering at the sliding sur-
face that causes overheating at the inverter switches, were overlooked.

i1. Scholarly efforts have primarily focused on crafting reaching laws to attain robust-
ness and fast transient response, while minimizing chattering magnitude along the
surface to achieve enhanced voltage regulation with high %THD. Nevertheless,
concentrating solely on the design of reaching laws with a fixed sliding surface
gives rise to shortcomings such as constraining the dynamic response of the closed-
loop control mechanism for VSIs. In other words, a smaller sliding coefficient value
leads to extended tracking time, whereas higher reaching time is encountered with
elevated sliding coefficient values. Similarly, an excessively high sliding coefficient
value can result in overshooting of the output voltage.

iii. To fully harness the inherent advantages of SMC for VSIs, it’s crucial to concur-
rently address both sliding surface design and reaching law formulation. However,
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this comprehensive approach is notably absent in the existing scholarly endeavors.

1.2 Research Problem

The shortcomings highlighted under the section of research gaps leads to the for-

mulation of following research problem:

“The efficiency of SMC for VSI applications is compromised due to exclusive con-

centration on one of its crucial design phases, either the sliding surface design or the
reaching law formulation.”

1.3 Research Objectives

Based on the insights gained from an extensive review of the existing body of liter-

ature, the identified gaps have led to the establishment of the research objectives, which

are as follows:

i.

11.

iii.

Develop an optimal sliding surface selection mechanism for enhanced stability with
improved balance between Tracking Time and Reaching Time for single phase and
three phase VSI.

Devise an effective reaching law technique that optimally balances robustness, fast
transient response and voltage regulation in single phase and three phase VSI,
thereby mitigating chattering effect while ensuring low % THD.

Develop an integrated approach to achieve an improved SMC that addresses both
optimal sliding surface design mechanism and effective reaching law formulation
in VSI applications.

1.4 Key Contributions

Motivated by the limitations found in existing scholarly work related to SMC for

VSIs and MG, salient contributions of this dissertation can be summarized as:

L.

A composite SMC technique is proposed using rotating sliding coefficient selection
method based on single input fuzzy logic control (SIFLC) and exponential reach-
ing law comprising cos function integrated with difference and power function. The
smart integration of these functions results in achieving improved convergence rate
to guarantee robustness without effecting chattering mitigation. The proposed SMC
termed as Composite Exponential Reaching Law with Rotating Siding Surface (C-
ERL-RSS) is extremely adaptive concerning the distance of system states from the
sliding surface, i.e. at a longer distance, the magnitude of gain is higher to achieve
robustness. While, as the system states approach the equilibrium point, the pro-
posed law ensures that the gain magnitude is reduced to prevent chattering along
the sliding surface. Behavior of the proposed C-ERL-RSS SMC control is tested
on a second order system to examine responses with a high and low value of gains.
Moreover, Cos-ERL[1] and FPRRL[2] were also tested on the same system, and
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ii.

1il.

it is shown that at different values of gains, the proposed system behaves best in
achieving fast convergence rate with reduced chattering i.e. 1212% increase in the
convergence rate with just 10% increase in chattering, when applied to high and
low value of gain.

The proposed C-ERL-RSS SMC technique is designed and applied on single phase
VSI system under variable non-linear load conditions with input voltage and para-
metric disturbances to achieve extremely fast convergence with little chattering and
reduced %THD on Matlab Simulink. Keeping %THD to the minimum possible
level is of core importance for VSI systems, this is due the facts highlighted by many
scholarly works like [30] and [31]. Which states that harmonics causes over sizing
of VSIs and cables due to de-rating of equipment. Moreover, harmonics reduces
effective lifetime of inverter’s equipment and cables. In addition to this, harmon-
ics increase input apparent power demand increasing utility line losses. Last but
not the least, voltage harmonics cause excessive temperature rise in motors, trans-
formers, inductive load, and electrical noise to trip sensitive equipment. As per
the IEEE Standards (IEEE 519-2022), Table-1 on page 17 specifies that systems
with bus voltages of 1kV or lower have an acceptable %THD limit of 8% [32].
Following which, Cos-ERL[1] and FPRRL[2] were also implemented on the same
single phase VSI system and their performances are compared with the proposed
SMC. The comparative analysis revealed that the extremely low value of %THD,
compared to the allowable limit of 8% and tracking time of 0.25% and 1msec, re-
spectively, along with improved voltage regulation of 99.9% is achieved. Moreover,
in order to examine the behavior and validate the performance of the proposed SMC
technique, experimental tests are conducted using Hardware in Loop (HIL) setup
comprising Opal-RT and MicroLabBox-dSPACE 1202 platform. The results ob-
tained from these experiments, demonstrate promising performance and validates
the effectiveness of the proposed SMC approach in demanding scenarios i.e. quite
encouraging voltage regulation of 99.8% with low %THD of 3.23% is achieved.

The proposed C-ERL-RSS SMC approach is implemented on a three-phase VSI/Grid-
forming MG system with a nonlinear rectifier load conditions to achieve extremely
fast convergence with little chattering and reduced %THD on Matlab Simulink.
The objective is to test and validate the dynamic and robust behavior of the proposed
SMC. Additionally, advanced techniques like PRERL[12], RRL[13] and EERL[14]
are also implemented on the same system to compare and evaluate the dynamic and
robust behavior of the proposed SMC. The comparative analysis of the proposed
SMC with aforementioned state-of-the art SMC approaches are performed under
extreme conditions. Analysis endorsed the performance efficiency and effective-
ness of the proposed technique to ensure robustness and achieve reduce transient
and tracking time of 0.05msec and 0.08msec, respectively, with mitigated chatter-
ing along the sliding surface along with low %THD of 1.1% and improved voltage
regulation of 99.83%.
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1.5 Thesis Organization

The rest of the thesis is organized as:

Chapter 2 presents a comprehensive overview of VSIs, their fundamentals and im-
portance of control mechanism. Based on which classification of VSIs is presented to
explain well-known grid forming, feeding and supporting VSIs. Along with the discus-
sion of their operations, major challenges associated with the operations of VSI based
systems are discussed. Following which, vitality of robust control is justified through
its comparison with conventional controllers. Moreover, an overview of state-of-the art
robust control methods implementation on MG are discussed. Comparative analysis is
presented, based on which supremacy of SMC established among other robust controllers
due to its inherent characteristics.

In chapter 3, SMC is comprehensively discussed, starting from its fundamental the-
ory and design basics to latest developments. Based on which major challenges associated
with SMC are listed down. Moreover, applications of SMC for VSIs are comprehensively
discussed to summarise the pitfalls deduced from existing scholarly work. After which,
discussion on critical review of SMC for VSIs is presented. At last, proposed SMC de-
sign for VSI applications is introduced. The design of which constitute two major parts
of the SMC i.e. initially, sliding surface based on Single Input Fuzzy Logic (SIFL) is
applied to design Rotating Sliding Surface(RSS), and in the second step composite ex-
ponential reaching law is proposed that embraces the properties of exponential function
tailored with difference, power and cos functions to achieve an improve and more efficient
SMC for the said objectives. The well-known Lyapunov stability function is applied to
validate the stability constraint. Moreover, comparative performance analysis for setting
the reaching gain value of the proposed reaching law along with other state-of-the art
reaching laws is also presented, that strongly advocates the effective and adaptive nature
of the proposed reaching law. In addition to this, the proposed SMC is implemented on
second order system to further analyze it’s behavior in order to achieve minimum possible
reaching time while ensuring mitigated chattering along the sliding surface. Other state-
of-the art SMCs along with proposed SMC are also tested on the same system for different
gain values, comparison of their behavior under same conditions shows that the proposed
SMC is the most effective technique in achieving required objective of robustness with
minimum possible chattering along the sliding surface.

In chapter 4, the proposed SMC is designed, implemented and tested for a single
phase VSI. Reference voltage tracking along with robust behavior of the proposed SMC
with other state-of-the art SMC(s) i.e. Cos-ERL[1] and FPRRL][2] are critically anal-
ysed for variable rectifier non-linear load on MATLAB Simulink platform. Extremely
encouraging response in-terms of minimum reaching time, low %THD, very low chatter-
ing and tracking time is witnessed through proposed SMC. Moreover, competency and
authenticity of the proposed SMC for single phase VSI is demonstrated experimentally
through implementation on HIL setup comprising Opar-RT and MicroLabBox dSPACE
1202. Moreover, the proposed SMC is designed following RSS and composite exponen-
tial reaching law for three phase VSI. Voltage reference tracking and step response of
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the proposed SMC with other state-of-the art SMC techniques like PRERL[12], RRL[13]
and EERL[14] are analysed through implementation on same three phase VSI system for
variable non-linear load on MATLAB Simulink. Comparative analysis of which proves
that the proposed SMC has improved %THD, tracking and transient time with impres-
sive % voltage regulation. Addition to this, the optimal surface selection behaviour of the
proposed C-ERL-RSS is also presented for load disturbance conditions of no load to full
load and full load to no load conditions for single phase and three phase VSIs.

The chapter 5 is the final chapter of the thesis that presents a comprehensive sum-
mary of the research work conducted for SMC for Voltage Source Inverters and its ap-
plications, followed by a detailed discussion on the conclusions that can be drawn from
the research work. The chapter also highlights the limitations and challenges that were
encountered during the research process. Furthermore, this chapter provides insights into
the potential research areas that can be explored in the future based on the findings of
the study. The overall aim of this chapter is to provide a clear and concise summary of
the research work presented in the thesis, while emphasizing its significance and potential
impact on the field.



CHAPTER 2

LITERATURE REVIEW

The concept of centralized power generation with unidirectional power flow and
demand-based operations are the salient features associated with conventional power sys-
tem since its invention. In recent decades, the traditional power systems have been un-
dergoing a transformation with the introduction of modern solutions such as Distributed
Generation (DG) that utilizes Renewable Energy Sources (RES), Electrical Energy Stor-
age (EES), adoptive AC transmission systems, and active demand management (ADM).
These modern solutions are often integrated with Communication Technologies (CTs),
which further enhances their effectiveness in improving the performance of power sys-
tems. With increase in penetration of DGs, raises question about the reliability of power
generation scheme, effected by technical constraints associated with voltage stability and
power flow limitations. However, vast integration of DG systems, can result in efficient
and flexible operation of grid. Moreover, DG systems are connected closer to the con-
sumer’s end, which results in reduction of overall transport losses [33]. DG systems
powered by appropriate control scheme with integration of ESS, enhances the scope of
ancillary services along with ensuring continuous power supply, hence, pave way for the
creation of microgrid (MG). Therefore, it is foreseen that MG are going to play a key role
in setting the direction of future grid. Conceptually, one can consider MG as a small-scale
grid, which constitutes DG systems integrated with EES devices to derive loads, which
are interconnected electrically and controlled hierarchically [6]. In addition to this, MGs
are capable of operating either in grid connected or is landed mode when desired. Re-
newable energy sources like wind and Photovoltaic (PV) are considered the most suitable
generators for integration with MG. That is due to a fact that they are smaller in size and
are more scale-able as compared to central power plants, with flexibility of addition to
power system at any desired point [33] and [34].

Nowadays, modern DG systems offers higher level of controllability and operabil-
ity than conventional generators.Being a major player of MG, DG systems have a key
role in ensuring stability of the electrical networks. Initially, it was common practice to
disconnect DG systems from the grid in the event of a fault. While, this standard is no
longer allowed in today’s MG. For example, it can be observed in wind power systems,
where low voltage ride through requirement demands that wind power system must re-
main connected to the grid under fault condition to support particular grid services [35].
Following which, PV systems are also bound to stay connected with grid under fault
condition [36]. However, during network outage condition, many countries around the
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world do not allow to form energized islands. This is probably to avoid any possible risk
during maintenance operations or for the protection of electrical equipment. Therefore,
irrespective of obvious benefits of feeding power to the isolated parts of the grid in black-
out conditions, most VSIs are forced to shut down, as a result of which energy supply is
interrupted for consumers, thus local generators fulfill power requirements of consumers.
However, advancements in control schemes for DG and MG systems, tailored with the in-
tegration of communication system for DG plants and loads, allows intentional is-landing,
following near future grid codes [37], [36]. Figure 2.1 provides an general overview of the
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Figure 2.1: Block Diagram: Microgrid system’s classification [5]

MG system, offering insights into its operational modes, energy sources, output supply
characteristics, system configuration, and the connected consumers it serves.
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Figure 2.2: Voltage Source Inverter (VSI)

2.1 Voltage Source Inverters (VSI)

Voltage Source Inverters (VSIs) play a crucial role in linking renewable energy
sources (RES) like solar panels, wind turbines, and energy storage units to AC loads.



VSIs ensure that the necessary AC power is supplied both to and within the MG. Figure
2.2 illustrates a typical VSI system, which can be used in both single-phase and three-
phase setups. Insulated-Gate Bipolar Transistors (IGBTs) are commonly employed in
VSI configurations, although Si-MOSFETSs can be a viable alternative in certain cases
[38]. Power semiconductor components, such as IGBTs and diodes, are essential for
allowing bidirectional power flow, as shown in Figure 2.2. IGBTs are preferred over
Metal-Oxide-Semiconductor Field-Effect Transistors (MOSFETs) due to their superior
power amplification, reduced power losses, and suitability for higher voltage operations.

2.1.1 Single Phase/Three Phase Voltage Source Inverters

The three-phase inverter finds extensive utility in industrial systems and electricity
distribution. Nevertheless, the utilization of single-phase inverters has experienced sub-
stantial growth [39]. This increased usage is attributed to its features and the eventual
production cost advantages it offers. Furthermore, three-phase Voltage Source Inverters
(VSI) are the preferred choice for powering heavy loads, while single-phase VSIs find
extensive use in domestic applications. The demand for these utilities is steadily growing,
driven by the integration of DER and standalone power systems [40]. The basic VSIs
can be classified into two categories: single-phase and three-phase VSIs. Figure 2.3 and
Figure 2.5 depict the most common configurations with bridge inverter switch circuits,
customized with LC filters for single-phase and three-phase applications, respectively.

a, a, Filter
LA 1
DC SUPPLY L~ J_ i
I ¢, | LOAD
- | T 1
\ - O = B =B =m mm
03 04

A

Figure 2.3: Single Phase Voltage Source Inverter (SPVSI)

The quality of power delivered to the Load can undergo changes when inverters
employ Pulse Width Modulation (PWM) techniques. Enhancing power quality, minimiz-
ing the size and cost of the output filter, simplifying control, and ensuring reliability and
availability present significant challenges in the selection of inverter configurations [41].
A comprehensive summary of various inverter topologies available in the literature is pro-
vided in [42]. The key distinctions among these topologies primarily revolve around the
number of legs, PWM levels, and the type of filters employed. Extensive scholarly work
has been done so far in each section of VSl i.e. inverter’s switches topologies, filter design
and PWM techniques to achieve efficient and regulated required ac output voltage [43],
[44].
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2.2 Control for Voltage Source Inverters

The primary goal of a VSI is to guarantee a consistent supply of AC output at the
necessary amplitude and frequency for powering critical loads. Achieving this objective
is contingent on an efficient control system that continuously observes and promptly re-
sponse to adjusts the output to attain referenced parameters, especially during exceptional
circumstances such as extreme load variation. Moreover, in order to achieve optimal per-
formance of VSI, includes achieving low %THD, good voltage regulation and fast tran-
sient response in sudden load changes [45]. The way an inverter operates and the control
strategies it employs can differ based on the types of loads and MG modes. As of now,
there are no universally established control and operation standards for inverter-based sys-
tems, and it might not be feasible to create such standards. The existing literature reviews
on the control and operation of DG units concentrate on primary control strategies due to
the complexities associated with power sharing [46], [47], [48] .

When a MG operates independently without relying on the utility grid supply, it be-
comes essential to establish the reference voltage and frequency. In islanded MG settings,
this responsibility falls on the DG units, and this is a core function of the inverters [49].
Figure2.5 presents a simplified diagram of VSI control, excluding the current control loop
represented by dashed lines, although certain limitations of this configuration have been
noted in [50], as outlined below:

1. Without a current control mechanism in place, there’s a risk of substantial transient
current surges that could potentially harm semiconductor components in case of
faults.

ii. Relying solely on voltage measurements across the capacitor may not offer precise
insights into the network.

In light of the limitations associated with a basic VSI control approach, an alternative
cascaded control strategy is presented in Figure 2.5, encompassing both voltage and cur-
rent controls. Notably, the current control loop, centered around the inductor, exhibits
a relatively swifter response time compared to the voltage control loop, enabling more
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rapid current regulation. This strategy offers the advantage of restricting excessive cur-
rent within the voltage control loop. Furthermore, the reference current generated by the
voltage control loop can also be employed as a reference for power sharing across paral-
lel modules [51]. Thus, while utilizing the voltage controller alone within the inner-loop
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Figure 2.5: Voltage Source Inverter with Control

control, certain desired attributes are anticipated [52], including: 1) A high loop gain at
DC to effectively regulate voltage magnitude with minimal error. 2) A high bandwidth to
eliminate harmonics. A high loop gain at the fundamental frequency to maintain balance.
3) Robust performance even in the presence of uncertainties in plant models. 4) A rapid
response with minimal overshoot. Minimal coupling between active and reactive power.
5) High stability, even when dealing with nonlinear network conditions. It’s noteworthy
that, in voltage source inverters, inner-loop current control is generally not obligatory for
voltage regulation. However, incorporating current control within a voltage control loop
enhances inverter performance and ensures compliance with current limitations.

2.3 Classification of VSIs

Based on role of VSIin AC MG, VSI can be categorized into following three types:

2.3.1 Grid Forming Voltage Source Inverters (GF-VSI)

The concept of Grid Forming Voltage Source Inverters (GF-VSIs) has been intro-
duced to provide ideal voltage sources with predefined fixed values of voltage amplitude
and frequency through closed-loop control systems. To function in parallel with other GF-
VSlIs, these inverters require extremely accurate synchronization, as they serve as voltage
sources with low-output impedance. The output impedances of GF-VSIs connected in
parallel determine the power-sharing function [53]. An instance of the real-world utiliza-
tion of GF-VSIs can be observed in Uninterrupted Power Supply (UPS) systems. Under
specific operational conditions, the UPS remains isolated from the main grid. However,
in the event of a grid outage, the power inverters within the UPS system assume the re-
sponsibility of generating grid-like voltage. In the context of MG systems, GF-VSIs play
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a crucial role by providing an AC voltage reference for other power inverters connected
to the grid [6].

The feedback control system for GF-VSI is depicted in Figure 2.6. It employs
cascaded voltage and current control loops operating in the dq reference frame. The
GF-VSI receives reference inputs for voltage (V'*) and frequency (w*) and generates an
output voltage at the point of common coupling to align with the desired reference val-
ues. The outer voltage loop controls the grid voltage, ensuring it matches the reference
value. Meanwhile, the inner current control loop regulates the current produced by the
inverter, maintaining it within the desired parameters [54]. The regulated current flows
through the filter inductor L to charge the filter capacitor C'y to ensure the tracking of
the reference voltage provided at the input of the voltage control loop [6]. In most in-
dustrial applications, the primary source used to feed GFIs is based on stable DC sources
with batteries, fuel cells, etc. It is worth highlighting that precise synchronization among
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Figure 2.6: Grid Forming Inverter [6]

GF-VSl is vital for their parallel operation, facilitating optimal power sharing among the
inverters. The output impedance of the GF-VSI is key in achieving this power sharing
objective. Furthermore, these inverters play a critical role in providing continuous power
supply during grid outages, underscoring their significance in MG systems. The control
mechanism employed in GF-VSI involves a hierarchical structure consisting of cascaded
voltage and current control loops. The outer voltage control loop is designed to align the
grid voltage with the desired reference value, while the inner current control loop gov-
erns the inverter’s current output. To ensure accurate voltage tracking, filter inductors and
capacitors are incorporated, enabling precise adjustment based on the reference voltage
input. This control system configuration ensures the maintenance of voltage and current
at the PCC, contributing to the reliable operation of GF-VSIs [55].

2.3.2 Grid Feeding Voltage Source Inverters (GFe-VSI)

The second category of VSIs comprises Grid-Feeding Voltage Source Inverters
(GFe-VSI), which function as current sources and exhibit higher value of impedance
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at output. In grid-connected mode, they can operate in parallel with other grid-feeding
inverters. In the context of DG systems, such as PV or wind energy systems [56], the ma-
jority of AC power inverters operate as grid-feeding power inverters. The core objective
of these inverters is to regulate the amplitude of AC output voltage along with the fre-
quency by adjusting the reference values of the active along with reactive powers, shown
as P* and Q*, respectively (refer to Figure 2.7). GFe-VSI serves a pivotal role in the
operation of AC microgrids in grid-connected mode, as they are responsible for control-
ling the voltage and frequency parameters through the precise manipulation of active and
reactive power delivery, as described in references [57] and [58].

GFe-VSI differs from grid-forming/grid-supporting inverters primarily in their op-
erational characteristics. Notably, grid-feeding power inverters operate as current sources
and possess a higher output impedance [59]. They have limited flexibility in operating
in an islanded mode, which means they need to coordinate with grid-forming or grid-
supporting inverters. An alternative option for setting the voltage and frequency of a MG
is the use of synchronous generators as grid-forming and supporting power inverters [60].
In a MG system, a high-level controller, which could be a power plant controller or a max-
imum power point tracking controller, is responsible for regulating the operations of the
grid-feeding power inverters by setting the reference values of active and reactive power,
denoted as P* and Q*, respectively. The grid-feeding power inverter’s control structure is
shown in Figure 2.7 In the context of a MG system, the regulation of grid-feeding power
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Figure 2.7: Grid Feeding Inverter [6]

inverters is overseen by a higher-level controller, such as a power plant controller or a
maximum power point tracking controller. This controller is responsible for determining
the reference values of active power (P*) and reactive power ((Q)*). Figure 2.7 illustrates
the control structure employed by grid-feeding power inverters, which consists of a cur-
rent control loop, a voltage control loop, and a high-level controller. The current control
loop ensures that the output current of the inverters tracks the reference value of active
power (P*), while the voltage control loop maintains the output voltage at the desired
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level corresponding to the reference value of reactive power (QQ*). The high-level con-
troller adjusts the reference values of P* and )* based on the demand of the MG [60],

[6].

2.3.3

VSI),

Grid Supporting Voltage Source Inverters (GS-VSIs)

The stability of a MG relies on the Grid Supporting Voltage Source Inverter (GS-

which plays a crucial role in controlling the voltage and frequency of the grid. This

inverter effectively regulates the active and reactive power supplied to the grid, operating
in two modes: as a voltage source with link impedance shown in Figure 2.9 and as a
current source with parallel impedance shown in Figure 2.8 [6].

¢ Current Source:

DG

Vbe

The Grid Supporting Current Source inverter plays a critical role in regulating the
voltage and frequency of the MG, while also ensuring that the MG operates within
the limits set by the utility. By regulating the current output of the inverter, the volt-
age across the load can be maintained within acceptable limits, preventing over-
voltage or undervoltage conditions that can damage connected devices or disrupt
the grid operation [61]. Moreover, the Grid Supporting Current Source inverter has
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Figure 2.8: Grid Supporting Inverter-Current Source [6]

the capability to offer reactive power support to the grid, resulting in an enhanced
power factor for the MG. This is accomplished by regulating the inverter’s reactive
power output, ensuring that the grid voltage remains at the desired level. The Grid
Supporting Current Source inverter must comply with grid codes and regulations,
such as those governing the connection of wind turbines to the grid [62]. To en-
sure that the MG operates within the limits set by the utility, the inverter must be
designed to provide a specific amount of power to the grid.

Voltage Source: A voltage source inverter designed to replicate the traits of an AC
voltage source is the Grid Supporting Voltage Source Inverter, as depicted in Figure
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2.9. This particular inverter is commonly applied for regulating both the voltage
level and frequency in scenarios involving grid connections or standalone opera-
tions. In contrast to Ground Fault Interrupters (GFIs), the Grid Supporting Voltage
Source Inverter operates autonomously in establishing grid voltage and frequency,
detached from the functioning of other inverters within the MG system [6].

The control strategy employed by the Grid Supporting Voltage Source Inverter
incorporates a link-impedance connection to the grid, resembling the simplified
schematic of a synchronous generator [63]. According to [64], the inverter deliv-
ers active and reactive power based on the AC grid voltage, the AC voltage of the
voltage source, and the link impedance. The link impedance can either be virtual,
functioning as a mirror within the current control loop, or it can be a physical device
directly connected between the voltage source inverter and the grid. One of the key
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Figure 2.9: Grid Supporting Inverter-Voltage Source [6]

advantages of the Grid Supporting Voltage Source Inverter is its ability to regulate
the amplitude and frequency of the voltage in a MG, without the need for additional
GFIs. This makes it a cost-effective and efficient solution for MG applications, es-
pecially in situations where additional inverters would not be practical or feasible
[65]. A comprehensive comparative analysis of specific properties of grid-forming,
grid-feeding, and grid-supporting VSIs is presented in Table 2.1.

2.4 Robust Control

The importance of robust control for VSIs cannot be overstated. The primary chal-

lenge facing VSIs is the issue of power quality. The intermittent nature of renewable
energy sources and the dynamic behavior of loads can lead to unwanted fluctuations in
voltage and frequency, which can result in equipment malfunction and decreased reliabil-
ity. To ensure stable and reliable power supply to consumers, proper control methods are
essential [66].
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Table 2.1: Comparison of Grid Forming (GS), Grid-Feeding (GFe) and Grid Supporting

(GS)-VSIs

Parameters

‘ GF-VSIs

‘ GFe-VSIs

GS-VSIs

Purpose

To establish a stable and reliable

grid without external connections

To feed power into the grid

To support the grid by providing

ancillary services

Inverter type

Voltage source inverter (VSI)

Current Source Inverter(CSI)

Voltage Source Inverter(VSI)

Control Strategy

Primary control for voltage and
frequency regulations, secondary
control for droop-based power
sharing, and tertiary control for

economic dispatch.

Primary control for active

and reactive power sharing,
secondary control for frequency
and voltage regulation, and tertiary

control for economic dispatch.

Primary control for voltage and
frequency regulation, secondary
control for power quality
improvement, and tertiary control

for ancillary services.

Essential for grid-forming

Energy Storage Optional but can enhance the Essential to provide ancillary
VSIs to provide power in
Devices stability of grid. services and support the grid.
the absence of external grid.
Grid-forming VSIs are more
- Grid-feeding VSIs are less Grid-supporting VSIs are
- resilient due to their ability to
Resilience resilient as their operation rely on less resilient as they rely on stab-
their ability to operate independent
external gids. -ility of external grid.
of external grids.
Remote area islands, vehicle-to-
Industrial plants, data centers,
Lo -load(V2L), data storage centers, Solar and wind farms, electrical
Applications electrical vehicles charging
military bases, emergency response | vehicles, energy storage systems
stations.
systems etc.
Ability to operate in isolation, Ability to integrate renewable energy | Ability to provide ancillary
Positives faster response time, high level of | sources, support the grid during peak | services, improve power quality,
control. demand, reduce transmission losses. reduce system losses.
Need advanced control algorithms,
Higher initial cost, need storage Limited capability to operate in isola-
Challenges less control over active and reacti-

devices, complex control systems

-tion, dependance on the external grid.

-V€ power.
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Traditional control methods often fail to address the inherent variability and un-
predictability of renewable energy sources and dynamic loads. Robust control methods,
on the other hand, are designed to account for uncertainties and disturbances, making
them well-suited for the complex coordination of DERs in VSIs. By accounting for un-
certainties in renewable energy sources and dynamic loads, robust control methods can
effectively address the challenges associated with MG control and ensure the stability and
reliability of the MG [67].

In addition, the implementation of robust control methods can help to mitigate the
risk of power system blackouts caused by MG issues. The complex coordination of gen-
erators, storage devices, and loads in VSI systems requires the use of sophisticated algo-
rithms and models, as well as advanced communication and sensing technologies [68].
Robust control methods provide an effective means of coordinating these resources, mak-
ing them essential for the proper operation of VSIs.

Therefore, the importance of robust control in VSIs cannot be overemphasized.
The inherent variability and unpredictability of RES and dynamic loads require the use of
sophisticated control methods that can account for uncertainties and disturbances. Robust
control methods offer promising solutions to the challenges associated with MG control
and are essential for ensuring the stable and reliable operation of VSIs.

2.4.1 Robust Control vs Conventional Control:

Thus, the robust controllers have been extensively studied in the literature, and their
ability to handle uncertainty, provide improved performance, and adaptability have been
identified as key features that make them suitable for AC MG applications [69]. Following
are the worth mentioning positives of the robust controllers that make them a special and
most favoured choice to cater aforementioned issues related to ac MG:

i. Capability to handle uncertainties:

VSIs are complex systems made up of various distributed energy resources, in-
cluding loads, renewable energy sources, and energy storage equipment. These re-
sources exhibit dynamic behavior and are subject to uncertainties, which can intro-
duce disturbances and unpredictability into the power system. Conventional control
methods may struggle to effectively handle such uncertainties, potentially resulting
in system instability and compromised performance [70]. Due to their capacity to
deal with uncertainties and disturbances, robust control methods have attracted a lot
of attention for controlling VSIs.

The utilization of feedback control is prevalent in robust control techniques, offer-
ing an effective approach in various systems. This control strategy involves mea-
suring the system’s output and comparing it with the desired output to determine
the error. By utilizing this error signal, the controller adjusts the system inputs to
minimize the error, ensuring stability and desired performance [71]. For controlling
the voltage and frequency of the power system in VSIs, feedback control is widely
used.

Adaptive control is a robust technique that effectively deals with uncertainties and
disturbances within a system. Adaptive control assures peak performance by con-
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tinuously adjusting the controller parameters in accordance with the changing sys-
tem conditions. In VSI applications, this technique is particularly valuable for con-
trolling the power output of generators and energy storage devices [72]. It gives the
system the ability to react and change dynamically to changes, enhancing stability
and effectiveness.

Intelligent control is a robust control technique that uses artificial intelligence and
machine learning algorithms to learn the system behavior and generate optimal con-
trol actions. Intelligent control can handle uncertainties and disturbances in the
system by adapting to the changing system conditions. Intelligent control has been
successfully applied in VSIs for energy management, fault diagnosis, and power
quality control [73].

The Hoo norm, the p-synthesis technique, and the small-gain theorem are some
of the techniques used to quantify the robustness of controllers. The Hoo norm is
a measure of the maximum energy that can be transferred from the disturbance to
the output of the system. The p-synthesis technique is a mathematical framework
for designing robust controllers based on the p-analysis. The small-gain theorem
is a mathematical theorem that provides a sufficient condition for the stability of a
system under feedback control [74].

Thus, the robust control methods are critical for ensuring the stability and perfor-
mance of VSIs. These techniques can manage system uncertainties and distur-
bances while ensuring steady and dependable performance under a variety of op-
erational circumstances. Modern robust control methods utilized in VSIs include
feedback control, adaptive control, sliding mode control, model predictive control,
and intelligent control. Techniques such as the H oo norm, the p-synthesis tech-
nique, and the small-gain theorem provide a rigorous framework for designing and
quantifying the robustness of controllers. The successful deployment of VSIs de-
pends on robust control techniques, which can also assist in overcoming the diffi-
culties posed by the integration of renewable energy sources and load fluctuations
in the power system [75].

Adaptability:

As we have already established, robust control is a crucial component of MG con-
trol, but what makes it even more crucial is its capacity to respond to changes in the
dynamics of the system. In an AC MG, renewable energy sources and fluctuating
loads can cause changes in the system operating conditions, making it a dynamic
system. Robust controllers can adapt to these changes by adjusting their control
action accordingly [76]. This adaptability feature of robust control is particularly
useful in dynamic systems where the system parameters may change over time.

Adaptive robust control techniques have been developed to address the challenges
associated with changes in system dynamics. Model Reference Adaptive Control
(MRAC) [77], Adaptive Sliding Mode Control (ASMC) [78], and Adaptive Back-
stepping Control (ABC) [79] are some of the techniques used to design adaptive
robust controllers. MRAC is a control technique that adjusts the system’s parame-
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ters to match those of a reference model. The controller learns the system dynamics
and adapts accordingly to achieve the desired control objectives. ASMC is another
adaptive robust control technique that uses a sliding surface to control the system’s
output. Based on the dynamics of the system and its state, the sliding surface mod-
ifies itself. A recursive algorithm is used in the ABC control technique to create a
feedback control rule that can manage uncertainties and disturbances. It operates
by iteratively creating a control law based on the error dynamics of the system.

Adaptive robust control techniques offer several benefits in VSIs. They can handle
changes in system dynamics, uncertainties, and disturbances, making them well-
suited for VSIs with renewable energy sources and fluctuating loads. These meth-
ods are more dependable than conventional controllers since they aim to preserve
system performance and stability under a variety of operating situations [80]. More-
over, these techniques can improve the energy efficiency of MG by optimizing the
use of renewable energy sources and storage devices.

In summary, robust control techniques are essential for ensuring the stability and
reliability of VSIs. The ability to handle uncertainties and adapt to changes in
system dynamics makes robust controllers unique and effective in addressing the
challenges associated with MG control. Adaptive robust control techniques, such
as MRAC, ASMC, and ABC, have been developed to enhance the performance
of robust controllers and provide more reliable solutions for MG control. WThe
significance of reliable control methods cannot be overstated given the increase in
the usage of renewable energy sources in VSI systems. [80].

Improved Performance:

Robust control, a powerful form of control, enables high-performance control even
in the presence of uncertainties and disturbances. It is capable of delivering a supe-
rior control performance when compared to conventional controllers. Robust con-
trol aims to achieve the desired control objectives while simultaneously being able
to adapt to the uncertainties and disturbances that are present in the system. This is
accomplished by designing the controllers to meet specific performance specifica-
tions such as settling time, overshoot, and tracking error [81].

The p-synthesis technique is a widely used approach for designing robust con-
trollers, especially for systems with multiple input and output channels. It has
gained popularity due to its ability to address uncertainties arising from modeling
errors, external disturbances, and parametric variations. By employing a structured
singular value (1) analysis, the p-synthesis technique quantifies the system’s sen-
sitivity to these uncertainties. It then formulates a controller that optimizes perfor-
mance across a range of operating conditions, ensuring robustness. The p-synthesis
technique has been successfully applied to various systems, including VSIs, demon-
strating its effectiveness in robust control design [82, 83].

Another popular technique used to design robust controllers is the H oo control
technique. This technique is a powerful method of control that aims to minimize the
maximum gain of the system transfer function while satisfying a set of performance
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specifications. The Hoo control technique is particularly useful in systems where
the uncertainties and disturbances are difficult to model or quantify. The technique
provides a systematic way of designing a robust controller that is able to handle
uncertainties and disturbances that are present in the system. The Hoo control
technique has been applied to a wide range of systems, including VSIs [84].

Another method for designing reliable controllers is structured singular value p
analysis. By examining a control system’s susceptibility to uncertainties and dis-
turbances, the p analysis is a potent technique for determining how robust it is. The
method gives a measurement of the largest system transfer function gain that can
be attained without leading to instability. It is feasible to construct a controller that
is resilient to uncertainties and disturbances and is capable of attaining the intended
control objectives by applying the mu analysis. For the construction of reliable
controllers for a variety of systems, including AC MG, the p analysis has been
employed widely [85].

Thus, robust control is a powerful method of control that offers superior perfor-
mance compared to conventional controllers, even under the condition of unwanted
disturbances and uncertainties. The p-synthesis technique, H oo control technique,
and the structured singular value (u) analysis are some of the popular techniques
used to design robust controllers. Numerous systems, notably VSIs, have success-
fully used these principles. It is possible to achieve the required control objectives
while also being able to manage the uncertainties and disturbances that are present
in the system by creating resilient controllers employing these strategies [83].

Robust controllers are designed to deliver high performance as compared to other
conventional controllers, even in the presence of uncertainty. To achieve improved
performance of the robust controller, the controllers are designed particularly to
meet specific performance specifications, like settling time, overshoot, and tracking
error. In this regard, several techniques have been developed to design robust con-
trollers to achieve these specifications, including the p-synthesis technique [86], the
H oo control technique [87], and the structured singular value (1) analysis.

Flexibility in design:

Robust controllers offer a great deal of flexibility in design, allowing for the tai-
loring of control systems to meet specific performance specifications. VSIs are
complex systems, and conventional controllers may not be well-suited to the task
of controlling them. With their ability to account for uncertainties and disturbances,
robust controllers provide an excellent alternative for controlling VSIs.

The flexibility of robust controllers is due to their ability to incorporate uncertainty
models into the design process. One such approach is the Linear Matrix Inequality
(LMI) method, which provides a framework for designing robust controllers that
meet specific performance specifications [88].The LMI technique uses a collection
of linear matrix inequalities to specify the limits on the system’s performance. The
controller is then designed using these boundaries in order to achieve the desired
level of performance while taking uncertainty and disturbances into account. An-
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other advantage of the LMI approach is its ability to handle multiple performance
specifications simultaneously. For example, a controller can be designed to simulta-
neously achieve fast response, low overshoot, and high tracking accuracy. The LMI
approach provides a framework for designing robust controllers that meet these
multiple performance specifications while accounting for uncertainties and distur-
bances [85].

Furthermore, robust controllers offer flexibility in the choice of the control law.
The control law can be selected based on the specific needs of the system, such as
the type of renewable energy source being used or the type of load being served.
This flexibility allows designers to choose the most appropriate control law for the
system being controlled, thereby achieving better performance [84].

In summary, the flexibility of robust controllers makes them an attractive option
for controlling VSIs. With their ability to incorporate uncertainty models, handle
multiple performance specifications, and offer flexibility in the choice of the control
law, robust controllers provide an excellent alternative to conventional controllers
for controlling complex systems such as VSIs.[89].

. Reduced Tuning Effort:

One of the significant benefits of robust control is its reduced tuning effort. With
traditional controllers, tuning can be a time-consuming and challenging process,
which can become more complicated when dealing with uncertain and dynamic
systems like VSIs. However, robust controllers eliminate the need for extensive
tuning efforts, saving valuable time and resources. This is because the controllers
are designed to be inherently stable, and once the controller has been designed and
tuned for a particular application, it can be used in different systems and operating
conditions without requiring significant modifications [90].

Furthermore, the reduced tuning effort of robust controllers is a result of their adapt-
ability and flexibility in design. Robust controllers are designed to account for un-
certainties and disturbances in the system dynamics, allowing them to be tailored to
specific performance specifications. This means that they can adapt to changes in
the operating conditions of VSIs, making them suitable for use in dynamic systems
[76].

The incorporation of uncertainty models, such as the Linear Matrix Inequality
(LMI) approach, into the controller design process further contributes to the re-
duced tuning effort of robust controllers. The LMI approach allows the controller
design to be formulated as a convex optimization problem, which can be solved
using efficient numerical algorithms. This eliminates the need for tedious and time-
consuming trial-and-error tuning methods, making the design process more efficient
and streamlined [88].

Overall, the reduced tuning effort of robust controllers is a significant advantage
that makes them highly attractive for use in VSIs. The ability to achieve superior
control performance while minimizing the time and resources required for tuning
makes robust controllers a valuable tool for system designers and engineers. The
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flexibility and adaptability of the controllers, combined with their reduced tuning
effort, make them an excellent choice for controlling complex systems like VSIs.

To reduce the amount of effort required to tune robust controllers, two techniques
have been developed: the Genetic Algorithm (GA) approach and the Particle Swarm
Optimization (PSO) approach. [91].

Thus, Robust controllers provide numerous benefits over conventional controllers when
applied to VSIs:

* Firstly, they are designed to handle uncertainties and disturbances that are com-
monly present in the MG, resulting in a more stable and reliable control perfor-
mance. This is essential for VSIs since their operating circumstances may fluctuate
as a result of the fluctuation of renewable energy sources and the existence of loads
with variable power requirements. Robust controllers guarantee that the system
maintains its stability and performance in a variety of operating conditions by be-
ing able to handle such uncertainties. [62], [63].

* Secondly, robust controllers can be designed and implemented using automated
tuning techniques. This greatly reduces the need for expert user input, making
the tuning process more efficient and effective. Automated tuning techniques can
also improve the performance of the controller by reducing the likelihood of errors
that may occur during the tuning process. With automated tuning techniques, the
implementation of robust controllers can be completed in a shorter time and with
greater precision, resulting in a more optimal control performance [90].

 Thirdly, robust controllers can be easily adapted to changes in the MG using ma-
chine learning techniques. By incorporating machine learning techniques into the
controller design process, the controller can learn and adjust to changes in the sys-
tem dynamics. This makes the controller more scalable and adaptable, allowing
it to handle variations in the MG that may occur over time. Additionally, machine
learning techniques can improve the controller’s performance by enabling it to learn
from past experiences and make predictions about future events [76], [80].

* Finally, robust controllers can be implemented using standard hardware and soft-
ware with some modifications. This eliminates the need for specialized hardware
and software, reducing the overall cost of implementation. Additionally, using stan-
dard hardware and software ensures that the controller is compatible with existing
systems, making it easier to integrate into the MG [85].

Overall, these benefits make robust controllers a promising solution for achieving
stable and reliable control performance in VSIs. With their ability to handle uncertain-
ties and disturbances, automated tuning techniques, adaptability using machine learning
techniques, and compatibility with standard hardware and software, robust controllers are
a flexible and powerful method of control that can improve the performance of VSIs.
this discussion leads to a comprehensive comparative analysis of robust and conventional
controllers is showcased in Table 2.2.
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Table 2.2: Comparison of robust controllers and conventional controllers

Features Robust Controllers Conventional Controllers
Model-based, optimization-based,
. Based on simplified models and do
Design approach | or data-driven techniques that
not account for uncertainties or disturbances.
consider uncertainties and disturbances.
Provide robust and stable performance
Performance can deteriorate under uncertainties
under various operating conditions and
and disturbances. Latest research shows that
disturbances. Latest research shows that
conventional controllers may not perform well
Performance robust controllers achieve higher power
under uncertainties and disturbances, leading to
quality and stability than conventional
decreased power quality and stability
controllers under uncertainties and
[95], [96].
disturbances [92], [93] and [94].
Can be more complex and require more
Typically simpler and require fewer computational
computational resources. Latest research
resources. Latest research shows that conventional
. shows that the complexity of robust
Complexity controllers can be made more complex to improve
controllers can be reduced using data-
their performance, such as using adaptive control
driven techniques, such as machine learning
methods [98]
[97].
Tuning is typically automated and requires
less user expertise. Latest research shows Tuning requires user expertise and may require trial
Tuni that robust controllers can be designed and error. Latest research shows that conventional
ning
using automated tuning techniques, such controllers still require expert tuning to achieve
as genetic algorithms and particle swarm optimal performance [101].
optimization [99], [100].
Can be easily scaled up or down to
May not be easily scalable to accommodate changes
accommodate changes in the MG.
in the MG. Latest research shows that
. Latest research shows that robust controllers
Scalability conventional controllers may not be easily adaptable
can be easily adapted to changes in the
to changes in the MG without significant
MG using machine learning techniques
modifications [103].
[102].
May require specialized hardware and Can be implemented using standard hardware and
software. Latest research shows that robust software. Latest research shows that conventional
Implementation | controllers can be implemented using standard | controllers can be implemented using standard

hardware and software, with some

modifications [102].

hardware and software, with some modifications

[104].
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2.4.2 Robust Control Methods for VSIs

The development of VSIs has become a potential strategy for enhancing the depend-
ability and efficiency of power systems in the search for sustainable energy solutions. Due
to the previously described uncertainties and disturbances, integrating renewable energy
sources and dynamic loads into VSIs presents considerable control issues. As a result,
robust control techniques have gained popularity as a way to guarantee the steady and
dependable operation of VSIs. This is as a result of robust control systems’ ability to
give high-performance control under various operating situations while handling uncer-
tainty and disturbance. In this regard, the section that follows offers a summary of the
advantages and uses of robust control approaches for VSIs.

2.4.2.1 State Space Control Methods

Robust control methods play a vital role in ensuring the reliability and stability of
performance in VSIs. An effective approach in this regard involves the utilization of
robust PID controllers to regulate voltage, with the goal of minimizing steady-state er-
rors and enhancing transient response. Several tuning methods, such as Chien-Hrones-
Reswick (CHR), CC, and Wang-Juang-Chan, have been explored, but CC-based PID
controllers have exhibited superior performance in controlling VSIs according to pre-
vious research findings. To tackle the issue of measurement noise impacting DGs, a
distributed controller based on SMC is proposed in [105], accompanied by an extended
state observer for a multiagent system. In [106], a dynamic event-triggered scheme is sug-
gested for a secondary controller, aiming to manage frequency control in an isolated AC
MG while effectively handling uncertainties originating from Renewable Energy Sources
(RESs).However, achieving frequency control in islanded VSIs remains a challenging
task due to the absence of power grids, which means none of the agents is grid-forming.
To tackle this issue, virtual inertia controllers based on robust //oo control are designed
in [107] to enhance frequency profiles and overcome undesired fluctuations caused by the
application of a Phased-Locked Loop (PLL) for frequency measurement.

As a matter of fact, VSIs are complex systems that present many challenges in terms
of control and operation. A critical challenge in islanded VSI control is the distributed
design secondary robust voltage and frequency fully distributed design. To address this
issue, a multi-agent consensus-based control strategy is proposed in [108]. The main
aim of the controller is to attain robustness by considering factors such as model uncer-
tainty, changes in parameters, and unaccounted dynamics. To achieve this, the controller’s
design ensures that each individual distributed generator (DG) unit relies solely on its lo-
cal information as well as the information obtained from a small number of neighboring
units. This feature helps to reduce the system’s bandwidth requirements and minimize
communication costs. The result is a more reliable and flexible MG.

A research study in [109] proposes a secondary control approach for islanded VSIs,
referred to as the “’stochastic consensus-based control approach”. The proposed method
takes into account both system and communication noises, aiming to achieve precise es-
timation while minimizing complexity and computational load for the restoration of fre-
quency and voltage. Its effectiveness is proven by its capability to achieve mean-square
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synchronization, surpassing existing approaches, in the restoration of voltage and fre-
quency for DGs. Overall, distributed controllers offer many benefits but need to be care-
fully designed to be robust and handle uncertainties, while centralized controllers offer
accuracy but may not be as flexible as distributed controllers. To minimize the com-
munication burden between agents in a MG, a secondary control scheme is proposed in
[110]. This approach leverages scattered communication patches to gather information
only from neighboring DGs. The active disturbance rejection control (ADRC) technique
1s employed to address model uncertainties and unknown disturbances, resulting in a more
robust control scheme.

The article [111] introduces a unique method called Robust Fractional-Order Con-
trol (RFOC) to overcome the issues caused by nonlinearities and uncertainties in Hybrid
Energy Storage Wystems (HESSs) for Electric Vehicles (EVs). To effectively address the
nonlinearities and model uncertainties, this method uses a fractional-order proportional
integral derivative (FOPID) controller as an additional input. Additionally, the suggested
NRFOC method’s control cost is contrasted with that of existing control methods as PID
control, feedback linearization control, and SMC. This thorough assessment sheds light
on how the NRFOC method performed.

2.4.2.2 Hierarchical control methods:

The development of reliable and effective power-sharing control schemes that can
guarantee the steady and dependable functioning of distributed energy resources (DERs)
has attracted increasing interest in the field of MG control. Several hierarchical control
strategies have been put out in recent years to deal with this problem. A two-layer based
hierarchical control technique for power sharing in MGs is provided in [112] as one such
method. Information exchange between DG units is handled by the secondary control
layer of the scheme, which operates more slowly than the primary level of control. The
inverter output voltage’s magnitude and angle must be controlled at the initial level of con-
trol in order for it to track the reference power and follow specified reference points. One
of the main goals of this approach is to reduce information flow within the grid’s many
agents while maintaining precise voltage and frequency regulation, as well as effective
power-sharing control.

In addition to these hierarchical control techniques, another promising approach
is the use of harmonics mitigation techniques for frequency control in MGs. This is the
focus of the hierarchical control technique presented in [113], which aims to control active
power sharing at the secondary level and handle frequency with harmonics mitigation at
the primary level. By using this approach, the authors were able to achieve improved
frequency control and reduced harmonic distortion compared to traditional proportional-
integral (PI) control techniques. Overall, these hierarchical control schemes represent
promising avenues for addressing the challenges of power sharing and frequency control
in MGs.
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2.4.3 Robust Proportional Integral Derivative (PID) Controller:

The Proportional Integral Derivative (PID) is widely used in VSI application like
AC MGs due to its simple design and functionality [114]. Its application does not require
much of information, and it proves effective in minimizing steady-state error while en-
hancing both transient and steady-state responses [115]. The selection of parameters of
PID controller is the challenging task, the performance of the PID controller is directly
related to its parametric values. Robustness of PID controller is ensured through the in-
tegration of methods adapted for the selection and tuning of the values of PID controller
parameters. Many parameter tuning methods encounter the challenge of plant model mis-
match, leading to poor performance and low bandwidth of PID controllers across a broad
range of operating conditions [116]. To add robustness throgh the selection of parameters
and handle the impact of mismatched uncertainties, various solutions adopting the Linear
Quadratic Regulator (LQR) and Linear Matrix Inequality (LMI) as a foundation for the
robust PID controller design [117]. However, with robustness these strategies leads to
computation burden.

24.3.1 H_ based control method:

Numerous robust control approaches based on H, have been proposed to address
various control problems in VSIs. The reference [118] provides a nonfragile robust
control method for an islanded MG under unbalanced and nonlinear loads. The DC bus
voltage must be regulated while guaranteeing robustness in the face of external disrup-
tions and model uncertainty. The coefficients of a set of nonlinear stochastic differential
equations describing the dynamics of the system have been altered to allow for parametric
uncertainty.

The ability of a H, resilient controller to control the AC voltage and frequency
in an MG under various loading conditions is evaluated in reference [119]. The imple-
mented control strategy comprises of several hierarchical control levels, where each level
performs a specific task in the overall system functioning. These levels include a specific
control loop for the LCL filter and coupling circuit as well as droop, voltage, current, and
current control loops. The Harmony Search Algorithm (HSA) is also implemented into
the controller design for better adjustability.

The study cited in [120] introduces a controller for frequency management of a free-
standing PV-diesel hybrid power system. The controller uses a multi-variable /., method
and is built using Linear Matrix Inequalities (LMIs). Incorporating pi-analysis, the uncer-
tainties in the State-of-Charge (SoC) of supercapacitors are accounted for, guaranteeing
stability even in the face of disturbances and SoC uncertainties.

When it comes to addressing various control difficulties in VSIs, such enhancing
power quality, controlling voltage and frequency, and preserving system stability in the
face of uncertainties and disturbances, these H..-based control solutions produce good
outcomes.
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2.4.3.2 Backstepping-Based Control Methods:

In the context of an islanded MG, the implementation of a robust control algorithm
that can effectively regulate AC voltage in the presence of faults and disturbances is a key
concern. One approach to addressing this issue is the use of a back stepping-based fault-
tolerant control algorithm, as proposed in [121]. This method offers robust control and
improved reliability of the MG system by regulating the AC voltage despite the occur-
rence of faults and disturbances. This strategy stands out because it can function without
a detailed model of the system, in contrast to many droop and non-droop management
systems that rely heavily on the precision of the system model.

In [122], a nonlinear backstepping-based control strategy is proposed as an alter-
native to the droop and non-droop control approaches. This method takes into account
the uncertainties and dynamics of the system by utilizing a disturbance observer. The
proposed controller is designed to improve the speed and accuracy of the response in
tracking the reference values. Notably, the use of local quantities measurement in this
method leads to faster response times, as compared to other control strategies.

In summary, the use of back stepping-based control methods can offer effective so-
lutions to address the challenges associated with regulating AC voltage in an islanded MG
system. The proposed control strategies, such as the ones discussed in [121] and [122],
can help enhance the reliability of the MG system while accounting for uncertainties and
dynamics in the system model.

2.4.3.3 Droop Control Method:

In recent years, a variety of control strategies have been proposed for the integra-
tion of renewable energy sources (RESs) into power systems. In this context, droop-based
control is a popular method that has gained widespread attention in the control of VSIs.
Droop-based control is a distributed control method that is capable of achieving decen-
tralized power management in VSIs.

Numerous research studies have investigated the utilization of droop-based control
methodologies to facilitate the integration of renewable energy sources (RESs) into power
networks. A notable illustration can be found in the work referenced by [123], which pro-
poses an enhanced droop-based control strategy tailored for the incorporation of RESs
into medium- and high-voltage nodes within power systems. This proposed technique
employs a triad of controllers, each catering to DC voltage-droop, AC voltage-droop, and
frequency-droop, thereby ensuring equitable power distribution among distributed gener-
ators (DGs). The meticulous adjustment of the PI controllers further refines the system’s
operational efficiency. A decentralized droop controller for VSIs is suggested in the article
[124] that combines a traditional droop with a robust transient droop function. The con-
troller is designed to address low-frequency oscillations through robust D-stability anal-
ysis that incorporates Kharitonov’s stability concept. The proposed controller achieves
better power-sharing accuracy and demonstrates robustness against parameter uncertain-
ties.

A droop-based control method is presented in [125] for a small-scale MG con-
sisting of heterogeneous battery energy storage systems (BESS). Energy balance, ac-
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tive/reactive power dispatch, and voltage/frequency synchronization are all guaranteed
by the proposed technique’s hierarchical control framework. The fully distributed control
is achieved through a sparse communication network without relying on global informa-
tion. Compared to centralized methods, the proposed approach significantly reduces the
computational and communication load.

In conclusion, one of the prevailing control approaches for integrating RESs into
power systems is droop-based control. It has the benefit of enabling decentralized power
management in VSIs as a distributed control mechanism. It does have certain drawbacks,
though, like delayed dynamic operation and communication issues, which put the PCC’s
constant voltage, frequency, and the distribution of power across DGs in danger. In order
to get around these restrictions, a number of research have put forth improved droop-
based control algorithms that, by minimizing these restrictions, can increase system per-
formance.

2.4.34 Sliding Mode Control (SMC)-Based Control Methods:

The SMC methodology is widely accepted as a trustworthy control method suitable
for difficult nonlinear systems affected by uncertainties and disruptions. It originated in
the 1950s as a part of variable structure systems, but initially faced challenges related
to execution complexity and chattering issues [26]. Despite these difficulties, SMC has
considerable benefits since it modifies the system’s dynamic behavior by choosing the
proper switching functions, rendering the closed-loop response impervious to matched
uncertainty. As a result of researchers’ interest in this appealing property, SMC design
has advanced, enabling the reduction of chattering, correction for unstructured dynamics,
flexibility in uncertain systems, and improvement of dynamic performance. The capacity
of SMC ensuring stability and resilience in uncertain systems [126].

The basic configuration of SMC tends to exhibit the undesirable phenomenon of
chattering, making it impractical for real-world applications. To address the issue of chat-
tering, researchers have proposed a technique known as second-order sliding mode con-
trol. This sophisticated approach emerged in the mid-1980s when the concept of ’second-
order sliding” was introduced [127]. Subsequent advancements in SMC, particularly in
the 2000s, focused on higher-order concepts, which gained significant attention [128].
These developments were driven by the need to overcome limitations in the conventional
SMC algorithm. The requirement that the system’s relative degree be one with respect
to the sliding variable and the generation of challenging-to-compensate high-frequency
switching control signals are two examples of these limitations.

In recent years, the technological advancements in modern control systems have
garnered significant attention, particularly the use of intelligent computers [129]. These
advancements have enabled the implementation of complex control algorithms, thanks to
the high-speed capabilities of computers. SMC has emerged as a viable option in today’s
technological landscape, leading to numerous applications documented in the literature
[129], [130].

One prominent industrial application where SMC has found extensive use is in robot
manipulators. These manipulators are highly regarded in the business since they are es-
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sential in processes like laser cutting, welding, welding, painting, and polishing, among
others. The dynamics of these manipulator systems are influenced by a variety of factors,
including parametric errors, nonlinearities, strong dynamic coupling, and time-varying
structures. Industrial robot manipulators have been successfully deployed with a variety
of SMC setups, proving the value of SMC in these challenging situations. [131].

In robotics and control theory, a different category of nonlinear systems known
as under actuated systems has emerged, having applications in anything from cars to
airplanes. Because there are fewer actuators per variable to be controlled, controlling
under actuated systems is intrinsically difficult. Robustness becomes a primary concern
when dealing with under actuated systems, and SMC has demonstrated its effectiveness in
controlling such systems by effectively handling structured and unstructured uncertainties
[132].

Overall, the utilization of SMC in various industrial applications, including robot
manipulators and underactuated systems, showcases its robustness and adaptability in
dealing with complex dynamics and uncertainties. The comparative analysis of the com-
prehensive comparison of robust control techniques are presented in Table2.3

* SMC for VSIs
In [133], an efficient decentralized resilient control technique is presented to im-
prove power-sharing and stability in a system. Three independent controllers made
using different methodologies make up this method, which is tested with unbal-
anced loads. The controllers’ theoretical underpinnings, in particular, are SMC,
Lyapunov function theory, and Fractional-Order Sliding Mode Control (FOSMC).
The controllers’ objectives are to increase power sharing and control the voltage,
active power, and reactive power of the system. A decentralized second-order SMC-
based boost inverter control technique is presented in [134] in an effort to regulate
the DC voltage in a DC MG. The duty cycles of the boost inverters may be contin-
ually controlled by the controller using the generated inputs. The effectiveness of
the proposed method is assessed in light of foggy modeling and an undefined load
demand. LR-[65] offers a dependable control algorithm utilizing the instantaneous
power theory for multifunctional grid-tied inverters working in an imbalanced load-
ing situation. The unfavorable load current components, such as harmonics, reac-
tive power, and the negative sequence component, are estimated using a Positive
Fundamental Components Estimator (PFCE). The multipurpose grid-tied inverter
can regulate reactive power, lessen harmonics, and balance the load in addition to
injecting active power. The algorithm ensures that the weighted averages of the
MG and the reference voltage converge to one another. The power loss issue the
second-order SMC approach confronts is addressed by a different third-order SMC
strategy. By using this method, a continuous control signal that can function as a
duty cycle is produced. To regulate the AC voltage, frequency, charge balance, and
reactive power in an MG while accounting for communication delays, a distributed
multiagent fixed-time control technique is put forth in another work mentioned as
[135]. The frequency is restored, the average voltage is set to its nominal value, and
the proper power-sharing is accomplished using a distributed control system model
and a fixed-time observer to preserve the charge balance. The suggested approach
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can handle PV systems operating intermittently and changing load conditions. A
shipboard MG is subjected to a nonlinear sliding mode control approach in [136]
to alter the secondary load frequency. In order to maximize efficiency while mini-
mizing complexity, the Sine Cosine Algorithm (SCA) and Wavelet Mutation (WM)
are combined. A dependable control method is suggested by reference [137] for an
islanded AC MG with any topology. The system’s asymptotic stability is guaran-
teed by the control strategy, which is based on second-order SMC and AC voltage
measurement and eliminates the need for communication networks among DGs.

Table 2.3: Robust Control methods for AC VSIs.

Controller

Advantages

Disadvantages

Applications

State Space Model [138]

Suitable for both linear and nonlinear

systems. Allows for control design

based on full-state feedback.

May require more computational
resources. Can be difficult to design

for large-scale systems

Voltage and frequency regulation,
active and reactive power control,

and islanding detection.

Hierarchical Control

[139], [102]

Provides a hierarchical structure that

facilitates the control of complex systems.

May not be suitable for highly nonlinear
systems. Requires precise knowledge of

the system model.

Voltage and frequency regulation,
energy management, and power

sharing.

Provides robust stability for a range of

Can be computationally intensive. May

Voltage and frequency regulation,

Hoo [118], [119] systems. Allows for trade-off between power quality improvement, and
require specialized software.
performance and robustness. fault detection.
May require extensive system knowledge Voltage and frequency regulation,
Backstepping Control Provides robustness and good tracking

[121], [122]

performance.

for control design. Can be sensitive to

measurement noise.

power system stabilization, and

load following.

Model Predictive Control
[140]

Provides optimal performance with
constraints. Can handle disturbances

and model uncertainties.

May require extensive system knowledge
for control design. Can be computationally

intensive.

Voltage and frequency regulation,
economic dispatch, and demand

response.

Sliding Mode Control
[133] - [141]

Provides robustness to model uncert-

ainties and external disturbances.

Can produce high-frequency control signals

that may be difficult to implement. May

require precise knowledge of system parameters.

Voltage and frequency regulation,

power sharing, and fault tolerance.

Neural Network [142]

Can approximate nonlinear and
unknown system dynamics with

high accuracy.

May require extensive training data. Can be

sensitive to changes in system dynamics.

Voltage and frequency regulation,
power system stabilization, and

power quality improvement.

Fuzzy Logic Control [143]

Provides a flexible approach for
handling uncertain or imprecise
information. Can handle nonlinear

systems.

May require more computational resources.
Can be difficult to design for large-scale

systems.

Voltage and frequency regulation,
load balancing, and power quality

improvement.

SMC provides the most benefits and the fewest drawbacks among the mentioned
robust control techniques for AC MG, according to the comparative analysis given
in 2.3. SMC is appropriate for addressing nonlinear systems and offers robustness
to model uncertainties and outside perturbations. It can also be used for fault toler-
ance, power sharing, and voltage and frequency management.

Robust control strategies for VSIs must be taken into consideration in order to han-
dle the issues brought on by the increased penetration of DG in power systems. The
design of such control schemes must take into account their complexity, cost, and
ability to withstand external disturbances, system operation modes, and the unpre-
dictable behavior of renewable energy sources (RESs). These factors are critical in
ensuring the robustness of MG control systems. controllers for VSIs.

While, SMC is considered to be robust due to its ability to achieve perfect tracking
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performance despite uncertainties in parameters or models, it has some limitations
in real-time applications. One of the main challenges is the phenomenon of chatter-
ing, which arises due to the switching control law not being instantaneous and the
sliding surface not being perfectly known. As a result, chattering can lead to high-
frequency dynamics that may cause significant damage to the system. Despite this,
sliding-mode control is still a desirable option from a design standpoint because
it can take modeling uncertainties and disturbances into account and is applica-
ble to a variety of nonlinear systems. Along with blessed inherent characteristics
of robustness , simple design and easy implementation, SMC faces challenge of
unwanted chattering along the sliding surface. Handling which may lead to com-
promised dynamic response of SMC, as it depends directly upon the sliding surface
selection mechanism.Following which many notable scholarly efforts have been
made so far, some of which are discussed below.It is also worth mentioning here
that SMC has very wide range of applications in almost every field of science and
technology, however, the underlying discussion is aimed to focus and review the
contributions specific to chattering reduction methodologies and sliding coefficient
selection mechanism associated with VSI applications.Furthermore, many state of
the art contributions have been made in designing SMC for both discrete and con-
tinuous time domain, however, continuous time domain SMC will be the core focus
of the discussion of literature review.

Challenges Associated with SMC Design for VSIs

Designing SMC for VSIs offer several benefits, such as robustness and fast dynamic
response. However, it comes with its set of challenges:

i. Chattering Phenomenon: SMC is prone to high-frequency oscillations known
as chattering in the control signal, which can stress power electronic switches
and reduce system reliability [144].

ii. Uncertainties and Load Variations: The uncertainties in system dynamics
and fluctuations in load conditions have the potential to impact the perfor-
mance of SMC, leading to a potential compromise in robustness [145].

iii. Power Quality Concerns: SMC, while offering robustness, may introduce
high-frequency components in the control signal, affecting the quality of the
output waveform. Increased %THD in the voltage waveform can impact the
performance of sensitive loads and lead to power quality issues [146].

iv. Balancing Fast Dynamic Response and Low Overshoot: Achieving a bal-
ance between fast dynamic response and low overshoot during transient condi-
tions is challenging. Thus, rapid load changes may lead to aggressive control
actions, causing overshooting or undershooting of the desired output, affecting
system stability [147].

v. Complex Implementation: Implementing SMC in real-time applications can
be complex, requiring a deep understanding of the system dynamics and care-
ful tuning of control parameters. Designing and tuning the sliding surface,
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reaching law, and control gains require expertise, making the implementation
challenging [7].

2.5 Sliding Mode Control (SMC)

SMC has several intriguing benefits, but it also has some drawbacks. The most
noticeable is the chattering along the sliding surface, that results in decreased control pre-
cision and greater power losses in VSIs. Unmodeled dynamics and switching time delays
are the root causes of chattering, which can lead to oscillations with finite amplitude and
frequency. In practical implementations, these oscillations must be reduced to an accept-
able level to ensure optimal performance of the system. SMC techniques come in two
flavors: continuous-time and discrete-time. The traditional SMC approach and its uses in
VSIs in the continuous-time domain will be the main topics of this dissertation. To better
understand SMC and its design philosophy, we will also explore the basic concepts of
VSS and provide relevant examples. By examining these topics in detail, we can gain a
deeper understanding of the challenges and opportunities associated with SMC in VSIs.

2.5.1 Variable Structure Control

Variable Structure Control is a widely researched control technique, which has gar-
nered significant attention since its inception by Emel’yanov and Barbashin in the 1960s,
and subsequently presented by Utkin in 1970 [148]. VSS is a form of nonlinear control
strategy that relies on employing abrupt control laws to ensure system resilience against
disturbances and uncertainties. This approach allows the control system to adjust its dy-
namics through appropriate switching logic, resulting in a highly robust and adaptable
control solution. Due to its attractive features, VSS has found applications in a wide
range of fields, including power electronics, robotics, aerospace, and many others. In this
chapter, we will explore the basic concepts of VSS, with a particular focus on its use as a
foundation for SMC. The basic idea of VSS can be depicted for simplicity in equation 2.3,
here the system consists of several structures or subsystems S;, where ¢ = 1,2,.....,n.
It is worth mentioning here that only one subsystem among all pave path from input to
the output at a particular instant. The selection of appropriate structure/subsystem, under
particular circumstances is done by VSS control mechanism. Thus, the prime purpose of
VSS control is to devise a best possible switching logic under specific conditions. Fol-
lowing second order system can illustrate the control structure shown in equation 2.3:

1=y 2.1)

T1 =T (2.2)

where, 25 shown in 2.3 represents the feedback control law that can be explained as:

— if > 0; >0
By — { ay 1 yy a1 2.3)

—agy if yy<0; ay <1

The performance of state space model based system shown in equations 2.1 and 2.2 can be
visualised in 2.10 under control law defined in 2.3 It is evident from the equation 2.10 that
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Figure 2.10: Variable Structure Control

switching control law mention in equation 2.3 is asymptotically stable. Moreover, with
the help of this example, it can be concluded that besides feedback controller, effective
switching strategy plays vital role in determining the system dynamics.

2.5.2 SMC Fundamental Theory and Methodologies

SMC is a powerful control technique that has garnered significant interest among
researchers and practitioners due to its inherent non-linear characteristics. Unlike various
linear controllers, SMC can handle complex systems with ease, thanks to its ability to
adjust the dynamics of the system through appropriate switching logic. However, the
prime benefit from the SMC system is achieved when the state variables of the system
acquire sliding motion [149].

The fundamental concept underlying SMC design is to create an appropriate feed-
back controller that pushes the system state trajectories in the direction of a predetermined
surface. The state variables stay on the surface once they get there. The SMC mecha-
nism’s foundation is made up of this “’sliding” motion of the system state variables along
the surface. [150].

According to equation 2.11, the SMC mechanism can be roughly categorized as:
i) the sliding phase and ii) the reaching phase. The reaching phase remains active until
the system state trajectories touches the predetermined sliding surface. The state trajecto-
ries follow the surface once they get there and eventually arrive at the equilibrium point.
The system’s dynamic behavior is heavily influenced by the sliding surface, which dis-
tinguishes the SMC from other non-linear controllers of the present in the following two
ways [151]:

* Using the SMC technique, one can design a strong controller for complex systems.
This controller works effectively even when there are unknown dynamics or uncer-
tainties in the system.

* SMC reduces complexities associated with higher-order systems through order re-
duction that leads to simple implementation, ensures high level of robustness and
shows extremely resilient behaviour to external disturbances.
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In the past, several stability criteria were introduced to ensure the controller’s stabil-
ity. However, conventional stability criteria like Routh’s and Nyquist’s cannot be applied
to non-linear systems comprising non-linearities and parametric disturbances [152]. To
overcome this challenge, Lyapunov stability criteria were presented by the renowned Rus-
sian mathematician and engineer Lyapunov. These criteria provide sufficient prerequisites
for stability of non-linear systems [153], [154]. Therefore, Lyapunov stability criteria are
employed to guarantee stability of the SMC controller.

2.5.3 Lyapunov Stability Condition

The Lyapunov approach, commonly known as Lyapunov’s direct method, offers a
distinct advantage in determining system stability without the need for complex mathe-
matical computations. This approach draws its roots from theoretical mechanics, where a
stable energy conservation system can be defined as a positive definite scalar function that
decreases with time. This fundamental concept is then applied to the study of non-linear
systems, which are notoriously difficult to analyze using conventional stability criteria like
Routh’s or Nyquist’s. The Lyapunov Stability function can be used to establish whether
the system’s equilibrium is either stable or unstable, and to assess the overall system’s
stability in various operating conditions. By constructing a suitable Lyapunov function, it
is possible to obtain valuable insights into the dynamic behavior of a variety of non-linear
systems [155].

Let the system domain comprising origin, represented as D € R?. Where, D — R is
constantly differentiable, thus:

V(0)=0AV(z) >0 V x#0 (2.4)

Consequently, x = 0 is stable asymptotically. The sliding mode presence can be demon-
strated using Lyapunov’s second technique by taking into account a positive definite Lya-
punov function with a negative first time derivative, V' (¢, z). The continuously differential
Lyapunov function in the context of Single Input Single Output (SISO) systems can be
expressed as:

V(t,x) = (1/2)5%(x) (2.5)
Lyapunov function’s single derivative can be represented as:
V(t,z) =85 <0 (2.6)

Lyapunov stability function plays major role in setting the foundation for designing slid-
ing mode control.In most cases Lyapunov function mentioned in equation 2.6 is termed
as reachability condition.

2.5.3.1 Reachabilty Condition

The concept of reachabilty condition can be visualised considering the following
case:

5SS < —2|8| (2.7)
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Figure 2.11: Phases Associated With SMC [7]

This implies that,

V(t,x) = —v*/2V(t,z)S (2.8)

Now, one can easily find the extreme value of the reaching time through integration of
equation 2.5 from ¢, to ¢, to achieve following range of reaching phase:

t, < |S(to)|/7* +to (2.9)

2.5.4 Sliding Mode Control Design
SMC design can be categorised in following two parts [156]:

i. Developing of appropriate Sliding Surface is one of the most fundamental step in
designing SMC, that plays pivotal role in achieving desired system dynamics during
sliding mode.

il. An effective feedback control strategy to achieve minimum possible reaching time
to ensure robustness.Moreover, control techniques must also have efficient phe-
nomenon to guarantee residing of state variables on the surface during sliding mode.

2.5.4.1 Sliding Surface Design

Appropriate sliding surface plays vital role is sliding mode control design , plus it
has the directly effects the controller’s dynamic response. Key features associated with
sliding surface design can be described through considering following most general Lin-
ear Time Invariant(LTI) system model:

#(t) = Af(z,t) + Bu(t) (2.10)
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where, f(z,t) € R" represents system state variables, u(t) € R™ represents control
input, whereas A € R™" and B € R"™™ are constant and controllable matrices with
n > m. As a matter of fact, we choose sliding surface S(x) = 0 as a nonlinear function of
the state variable x, it is common practice to define the sliding surface interms of a linear
combination of the states variable, which can be defined as S(z(t)) = Cz(t) = 0.Let us
define state variable vector S(t) = C'z(t) passing through the point of origin at (¢) = 0.
Where, C' € R™" with || BC'|| # 0 is termed as sliding surface coefficient.

2.54.1.1 Existence Condition The second crucial stage is to comply with the sliding
mode’s presence after designing sliding surface. Only when the tangent vector to the
trajectory of the controlled system is constantly pointing in the direction of the sliding
surface does the necessary condition of the sliding mode exist close to the sliding surface
S = 0.Additionally, whenever ¢ > t,, the optimal sliding mode can be reached at S(¢) =
0. where the reaching time is ¢,.

It is worth mentioning here, in case of practical scenarios there are many unwanted
conditions like switching delays,hysteresis, sampling time etc. system state trajectories
cannot reside on the sliding surface, rather they follow zig-zag pattern around the surface
,causing phenomenon of unwanted chattering. The concept of chattering will be discussed
in later section.The existence problem is primarily concerned with the stability analysis
discussed under the section of Lyapunov stability.

2.5.4.1.2 Sliding Coefficient Selection The sliding coefficient is a key factor in deter-
mining how dynamically a closed-loop system will respond. It has an impact on the exis-
tent region of operation’s size in addition to the dynamic response [157]. A larger sliding
coefficient results in a faster dynamic response, but it may compromise the system’s sta-
bility by reducing existence region’s size. Conversely, a smaller sliding coefficient slows
down the dynamic response. To address these issues, scientists have created mathematical
models to ascertain the ideal sliding coefficient value that optimizes the existence region
[158]. In this section, we will use a fixed value for the sliding coefficient for the sake of
simplicity, but later sections will explore variable sliding coefficient values in detail. The
sliding surface rotates with the changing value of the sliding coefficient when the slope is
time-varying rather than being fixed [4]. To ensure stability, the following condition for
the sliding surface must exist to enforce the state variables to remain on the surface, as
soon as they reach it:

S(t) =0 (2.11)

Thus, the minimum condition for stability as discussed above in equation 2.11 must be
fulfilled. Based on the complexity level and order of the system, state variables ca be
utilized to design sliding sliding surface. Type and behavior of different sliding surfaces
based on sliding coefficient C'y, Cy, Cs.....C), is shown below. Moreover, in order to fulfill
stability condition constraint, value of sliding coefficient must be strictly positive. One
can easily visualize positive value constrain of sliding surface coefficient by solving 2.12
for z1(t) ,when zo(t) = i1(t) i.e. x1(t) = 21(0)e”“*.Hence, asymptotic stability can
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Figure 2.12: Time Varying Sliding Coefficient [7]

only be achieved when C' > 0.

x1(t) Linear
C t t Li
S(z) = 121 () + z2(t) inear (2.12)
Craq(t) + Coxo(t) + C3x3(t)....Crx,(t)  Linear
Ciz](t) +z2(t); 0<vy<1 Non-Linear

2.5.4.1.3 Equivalent Control Design: The equivalent control technique is a process
of determining motion of the system restricted in sliding mode at S(x) = 0. System
behavior for second order system mention in 2.13 can be expressed as state space form:

jjl a b T e O
= + U+ (2.13)
To c d o) f D(t)

Where, D(t) is disturbance factor and xo = ;. Stability of SMC is associated with
negative rate of change of sliding surface, normally termed as reaching law. Therefore,
following conclusions are made for further analysis:

S(x)=Czry+x2=0 (2.14)
S(z) = Cdy + &4 (2.15)
S(z) = (aC + )z, + (bC + d)xy + (e + f)u + D(t) (2.16)
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LetaC+c=AbC+d=B,S(x)=5,D(t) = Dande+ f = F, then 2.16 becomes:

S = Ax, + Bro+ Eu+ D (2.17)

Simplifying 2.17, we get following equivalent control function for second order system:

Ueg = 1/E(S — Azy — Bay — D) (2.18)

2.5.5 Salient Features of SMC

Upon thorough analysis of SMC’s design, it can be observed that it offers several

prominent features that make it stand out from other control strategies. These salient
features are as follows [151]:

L.

il.

iil.

1v.

Order Reduction: A remarkable characteristic of SMC lies in its capability to dimin-
ish the complexity of the controlled system. Through the utilization of an equivalent
control function, a second-order system can be transformed into a first-order con-
trol function. This approach is universally applicable to systems of varying orders,
presenting a notable level of simplicity.

Simple Implementation: SMC operates by forcing the system’s state variables to
a predetermined sliding surface, where it undergoes a back-and-forth motion un-
der discontinuous control. This methodology of control is relatively simple and
straightforward to implement.

SMC Phases: The SMC control process encompasses two distinct stages: the reach-
ing phase and the sliding mode phase. In the reaching phase, the system’s state
trajectories are guided towards a predefined sliding surface. Upon reaching this
surface, the system transitions into the sliding mode phase, where it proceeds to
operate along the surface, progressing towards the equilibrium point.

Dynamic Response: Once the system enters the sliding mode, its state trajectory
aligns with the sliding surface. Remarkably, this behavior remains unaffected by
changes in system parameters and disturbances. Instead, it hinges solely on the
value of the sliding coefficient.

Robustness: SMC doesn’t call for extensive parameterization of the system for pre-
cise modeling, making it highly robust. This feature eliminates the need for system
parameters that may be difficult to obtain or unavailable, enhancing the control sys-
tem’s overall robustness.

2.5.6 Challenges Associated with SMC Design

Along with the aforementioned advantages of SMC, this control method also presents

several challenges that need to be addressed. Therefore, the problem of chattering is con-
sidered one of the major hindrances for researchers and engineers in applying SMC to
real-time applications. Chattering occurs when the state variable does not stick to the

sliding surface, but rather moves back and forth with some magnitude depending upon the
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value of control gain magnitude. This phenomenon results in high-frequency oscillations
in the control signal and can cause mechanical wear, electromagnetic interference, and
acoustic noise, leading to unwanted results in practical systems. Unmodeled dynamics
or discrete-time implementation are considered as the prime causes of chattering. Thus,
there is a need to develop effective solutions to resolve the problem of chattering and to
enhance the performance of SMC in practical applications. Researchers have proposed
various methods to reduce or eliminate chattering, including the use of high-order slid-
ing mode control, intelligent techniques, and adaptive control algorithms. Moreover, the
development of chattering-free sliding mode control remains an active research area, and
further advancements are expected to raise the performance of SMC in practical applica-
tions. [159]:

i. Reduced control accuracy

ii. Increased heat losses electric switches and circuitry

Furthermore, the occurrence of chattering in SMC can potentially excite unmodeled higher-
order dynamics, ultimately resulting in undesirable instability. As a result, researchers
have proposed various techniques to mitigate the effects of chattering.

2.6 Chattering Reduction Techniques

2.6.1 Boundary Layer Approach

To mitigate the chattering phenomenon within SMC, a strategy involves implement-
ing a boundary layer in close proximity to the sliding surface. This facilitates the substi-
tution of the discontinuous control action with a continuous one, especially when the
system operates within this boundary layer. The modification of the controller’s discon-
tinuous element accommodates this adjustment. This technique is introduced as a means
of enhancing the efficacy and stability of sliding-mode control, as suggested in [160].

u(t) = —Ksign(S) (2.19)

where, S is sliding surface and K is a constant.In most of the cases saturation function
represented as sat(t) is adopted, expanded version is shown below:

u(t) = —KS/(||9] + «) (2.20)

where o > 0.Since, boundary layer approach has the advantage of easy implementation
with fixed frequency characteristics, it has seen widespread use in practical applications.
Well, this method also has some downsides, such as

e This method may result in a chattering-free system, it’s important to note that a
finite steady-state error may still be present.

* The thickness of the boundary layer is important as it affects both the control per-
formance of SMC and the reduction of chattering.

* Once the system enters the boundary layer, it may no longer exhibit the same level
of robustness and accuracy as outside the layer.
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2.6.2 Dynamic SMC Approach

Incorporating an integrator or a low-pass filter between the SMC and the controlled

plant addresses the limitations of the dynamic SMC technique. This approach effectively

treats the time derivative of the control input w as a novel input for the expanded sys-
tem. Introducing a low-pass integrator to eliminate high-frequency chattering within w,

Dynamic SMC

I oy
Integrator |- >
> Plant |——
| '
| i
__________ o (]
Augmented System

Figure 2.13: Dynamic SMC Approach [8]

transforms the control input w that’s directed to the real plant into a continuous form,
effectively diminishing chattering. However, it is worth to mention that this approach

increases the system order by one and may have an impact on transient responses, even
though it successfully eliminates chattering and achieves zero steady-state error. [8].

2.6.3 Second Order SMC (SoSMC)

In recent past, the Second-order Sliding Mode Control (SoSMC) has gained notice-

able attention due to its following advantages over conventional first-order SMC:

i

il.

iii.

The SoSMC technique’s capability for achieving finite-time convergence in the
closed-loop system has been demonstrated in prior studies [161]-[162].

Yet another notable benefit of the SOSMC strategy is its proficient suppression of
the chattering phenomenon, a characteristic commonly linked with first-order SMC.
This achievement is realized by employing the derivative of the first-order SMC as a
virtual controller, which is subsequently integrated to yield the effective control sig-
nal. The adoption of this technique brings about a substantial decline in chattering,
resulting in a more seamless and dependable system response [163].

The SoSMC approach brings an extra edge over traditional SMC by elevating the
relative degree of the sliding variable from one to two. This expansion paves the
way for developing more precise controllers for closed-loop systems. Additionally,
SoSMC adeptly addresses the challenge of chattering, stemming from the amalga-
mation of a discontinuous virtual controller with the actual control. This is accom-
plished by employing the derivative of the first-order sliding mode controller as the
virtual controller, as expounded in [164].
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Over the years, various renowned SoSM algorithms have been developed, building
upon the concept initially presented in [165]. In [164], Levant introduced the prescribed
convergence law technique, which can be seen as the homogeneous counterpart to the tra-
ditional terminal sliding mode algorithm [129]-[166]. It’s worth noting that both the twist-
ing and prescribed convergence law approaches necessitate data about the sliding variable
S and its derivative S. This prompts the question: are there SoOSMC algorithms that do not
require S? In response to this challenge, a suboptimal algorithm was introduced in [167],
grounded in the concept of time-optimal controller design for a double integrator sys-
tem. Simultaneously, Levant advanced the super-twisting algorithm in [168], enhancing
the twisting algorithm by incorporating control input integration. Notably, this augmen-
tation solely relies on information related to the sliding variable s. Furthermore, a study
conducted by Perez et al. [169] provides insights into this domain, the super-twisting
algorithm demonstrates effectiveness in minimizing chattering even with fast actuators,
while maintaining the characteristics of a first-order sliding mode. Other SoSMC algo-
rithms include the quasi-continuous algorithm [170], Lyapunov-based algorithm [171],
and more.

The problem of output constraints in control systems has been extensively studied in
recent years due to the adverse effects it can have on system performance, safety, and sta-
bility. Many practical systems have inherent physical limitations that must be taken into
account when designing controllers. For instance, in electric vehicles, the sideslip angle
of the vehicle must be constrained to ensure safety. In flapping-wing robotic aircraft,
the bending and torsion deformations must be controlled to prevent structural damage.
The barrier Lyapunov function method has been proposed as an effective tool for han-
dling output constraints. Tee et al. [172] provided a well-known method for constructing
the barrier Lyapunov function, but it has the limitation that the barrier limit must be a
constant. To overcome this limitation,[172] proposed a novel barrier function that varies
along with the desired trajectory. However, there are few results in the literature related
to output constraints in SMC. The application of the barrier Lyapunov function method to
SMC was proposed in Obeid et al. [173], where an adaptive strategy was developed for
first-order sliding mode controller design. Despite this, there hasn’t been much research
done on the issue of output limits in SOSMC control. This is so because the majority of
SoSM algorithms rely on homogenous closed-loop system features, which output con-
straints may be violated. The difficulty of stability analysis is also greatly increased by
output constraints. Therefore, the design of SoOSM controllers subject to output constraints
remains an open problem [174].

2.6.4 Super Twisting Algorithm Approach

Super-twisting algorithm is called HoOSMC of the second order [175]. The SoSMC
approach has received a lot of attention because of its capacity to that are inherent in con-
ventional sliding mode control methods. Compared to the traditional SMC, the SoSMC
approach has the potential to reduce chattering without compromising system perfor-
mance. Several studies, such as [176], [177], have proposed and investigated the effec-
tiveness of SOSMC in various control applications [164]. However, the growing demand
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for information compared to the first-order SMC is a limiting factor for its widespread
implementation.The super-twisting algorithm is considered particularly effective in deal-
ing with strong nonlinear effects, as it can be viewed as a nonlinear proportional-integral
control [9]. The expression of the STA is as follows:

USTA = USTAL + UST A2 (2.21)

usr a1 = M5ign(S); usras = XaS°sign(9) (2.22)

where, design parameters \; and ), are strictly positive. With advantage of easy im-
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Figure 2.14: Super Twisting Algorithm Approach [9]

plementation of STA, it is also worth-mentioning here that the Theoretical proof of finite
time convergence and stability have not been studied in detail yet.

2.6.5 Higher Order SMC (HoSMC)

The idea of HoSMC was introduced as a replacement for the conventional sliding
mode (also known as the first order sliding mode). According to the authors of [175],
HoSMC has the potential to eliminate the requirement for the relative degree to be equal
to one, which is needed in the conventional sliding mode, and can also reduce the chat-
tering effect. The concept of High Order Sliding Mode (HOSM) introduced by Dr. A.
Levant has attracted significant attention from researchers, leading to a continuous influx
of publications in this area. One such publication,[168], explores the synthesis of a con-
trol algorithm for nonlinear systems to steer them to a desired manifold while keeping
them within specified constraints. In general, this synthesis often employs sliding mode
strategies, known for their frequent and rapid control switching. Yet, the precision of this
sliding mechanism, reflecting the system’s variance from the set constraints, is intrinsi-
cally linked to the duration of switching delays. To address this challenge, a new category
of sliding modes and algorithms has emerged, introducing the concept of sliding mode
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order. These innovative algorithms showcase a control approach that maintains continu-
ous evolution over time, introducing abrupt changes only in the control derivative. This
design guarantees controlled bounds. Furthermore, research highlights that the accuracy
of the sliding mode is directly proportional to the square of the switching time delay.

The conclusions drawn through the comparative analysis of conventional and HoOSMC
by Utkin in [178] are worth mentioning here. While considering whether HoSMC con-
trol is a more effective substitute for conventional SMC, it has been found that this is not
always the case. Simple demonstration of examples and discussions have shown that the
efficacy of HoOSMC is dependent on various factors such as system classes, unmodeled
dynamics, and disturbances, which have not yet been clearly outlined.

Following are the key conclusions drawn by the comparative study of [178]:

i. Relative degree

HoSMC shares a common characteristic with conventional sliding mode in that the
relative degree must be equal to one. This means that the number of times the input
variable of the system needs to be differentiated to obtain a variable proportional to
the output must be equal to one. While HoOSMC was introduced as an alternative
to conventional sliding mode, it does not remove this requirement for relative de-
gree. Therefore, in terms of relative degree, there is no advantage of HoSMC over
conventional sliding mode.

ii. Finite time convergence

The concept of finite-time convergence relates to the capacity of a control system
to attain the desired state within a defined period. However, in the case of HoSMC
control, it has been noted that this property may not hold in the presence of un-
modeled dynamics. Hence, even if the control system is designed to exhibit finite
time convergence, unmodeled dynamics can cause the system to require an infinite
amount of time to attain the desired state.

In addition, it has been noted that if the movement of the control system becomes
asymptotically stable after reaching the lower dimensional sliding manifold in HoOSMC,
then conventional sliding mode control can achieve the same dynamics. In such
cases, conventional sliding mode control is a more straightforward and simpler
choice for implementation.

iii. Chattering suppression

Chattering suppression is a technique used in control theory to reduce the impact
of oscillations caused by discontinuous control signals. However, it is important to
note that the concept of finite-time convergence, which guarantees convergence in a
finite time, is often at odds with chattering suppression. In fact, systems that exhibit
finite-time convergence tend to have a higher level of chattering compared to those
that exhibit asymptotic convergence. This conflict arises because the discontinuous
control signal needed to achieve finite-time convergence can cause high-frequency
oscillations in the control signal, resulting in chattering.
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Utkin in [178], presents performance analysis of SOSMC with conventional SMC
at the condition to achieve same same finite time convergence, it is found that the
chattering is reduced 8 times incase of conventional SMC. Similarly, the compar-
ison between the super-twisting control and the conventional sliding mode control
reveals that the super-twisting algorithm exhibits a significantly higher amplitude
of chattering. This outcome is particularly evident in situations with a high level of
disturbances.

iv. Implementation
From an implementation perspective, the conventional SMC can be modified to in-
corporate the properties of HoOSMC. This modification can be achieved using the
same state components for both versions of control, implying that the relative de-
gree remains equal to one in both cases. This provides an advantage in terms of
implementation as it eliminates the need for additional hardware or sensors.

2.6.6 Terminal SMC (TSMC)

The concept of Terminal Sliding Mode (TSM) finds its roots in the concept of termi-
nal attractors [179], which initially emerged as a means to investigate content addressable
memory within neural networks. This concept was later adapted to the realm of con-
trol design in [180]. In this study, the core structure of TSM applicable to second-order
systems was employed as follows:

s =& + f|z|" sgn(x) (2.23)

Where, x € R be a variable, § > 0, and 0 < < 1. It is worth noting that in previous
studies on TSM, the value of v was often chosen as v = ¢/p for the sake of analytic
convenience, where p and ¢ are positive odd integers.

The salient characteristics of the Terminal Sliding Mode Control (TSMC) can be
demonstrated as:

i. Unlike the linear sliding surfaces/manifolds of traditional SMC systems [181], the
sliding surfaces/manifolds within TSMC systems manifest nonlinearity.

ii. The TSMC systems differ from the conventional SMC systems in that they achieve
finite-time convergence, rather than asymptotic convergence [181].

iii. Under similar parameter conditions, TSMC systems exhibit lower steady-state er-
rors compared to conventional SMC systems [182].

iv. The full-order TSMC offers a notable benefit by concurrently addressing two crit-
ical obstacles that impede the practical deployment of SMC - the singularity issue
and the chattering phenomenon [183].

v. Continuous TSMC sets itself apart by showcasing a remarkable ability to signifi-
cantly suppress chattering, all the while ensuring the finite-time convergence of sys-
tems featuring bounded uncertainties in relation to the /7, norm. The employment
of this approach not only ensures system stability but also enhances performance,
rendering it an optimal solution for real-world applications [184].
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Table 2.4: Comparision of three different SMC methods

Parameter Conventional SMC | HoSMC TSMC

Sliding Surface Linear/Nonlinear Linear/Nonlinear Fractional Power
Convergence to Sliding Surface | Monotonically Non-monotonically | Monotoically
Convergence on Sliding Surface | Asymptotic Finite Time Finite Time
Chattering (amplitude)[185] 1.27x1074 4.81x1074 1.24x10°6
Complexity Simple Complex Complex

TSMC is a versatile technique that finds wide applications in various fields. One
of the areas where TSMC has been extensively applied and cover the scope of this dis-
sertation is in voltage source inverters. In this regard, several research works have been
conducted to develop and apply TSMC theory and techniques in inverter control.

Moreover, in the study [186], an integral compensation was introduced to the con-
ventional TSMC approach. This addition aimed to eliminate steady-state errors specif-
ically in the context of DC-AC inverters. The diverse applications of TSMC in voltage
source inverters attest to the effectiveness and flexibility of the technique in various con-
trol scenarios. The comparison of conventional, higher order and terminal SMC tech-
niques is presented in Table4.7

Numerous TSMC theories have emerged and have been put into practice in diverse
applications. Nevertheless, there are certain obstacles in the theoretical and practical
realms that require attention for the further growth of TSMC theory and applications.
These challenges presented in [181] , but are not limited to, the following:

i. Higher-order SMC technique is used to convert conventional SMC for chattering
reduction. However, due to the presence of terms with fractional powers, the deriva-
tive of the control signal has the potential to become infinite, which poses a chal-
lenge in avoiding singularities.

ii. This indeed raises a valid concern since the proven finite-time convergence attribute
of TSMC systems pertains to continuous-time controllers. However, in practical
scenarios, controllers are frequently deployed in discrete-time formats. Conse-
quently, it becomes imperative to explore strategies for conserving or optimizing
the finite-time convergence aspect of TSMC systems when actualized with discrete-
time controllers. This undertaking presents a notable challenge in the realm of
practical implementation.

iii. One of the challenges in practical applications of the TSMC theories is to determine
the optimal parameters of the TSMC controller. This is because the relationship be-
tween the controller parameters and the system performance is nonlinear and com-
plex. Optimization algorithms can be used to select the appropriate parameters, but
it remains a challenge to find the most efficient and effective optimization methods
for TSMC controllers in real-world scenarios.
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iv. The TSMC and its related control strategies are inherently nonlinear, which is dif-

Vi.

ferent from conventional SMC. Despite their good steady-state and dynamic perfor-
mances, implementing TSMC controllers can be challenging. In particular, finding
a balance between implementation complexity and performance optimization is a
practical challenge that needs to be addressed.

The TSMC has found extensive applications in both controllers and observers, with
most practical implementations utilizing DSPs, or FPGAs. Yet, the task of imple-
menting TSMC controllers/observers with the intended real-time efficacy on these
resource-constrained embedded devices continues to pose a challenge. It requires a
delicate balance between the performance requirements and the available comput-
ing resources. Addressing this challenge is crucial for the wider adoption of TSMC
in various real-world applications.

In conventional SMC systems, the ideal sliding motion enables certain states to be
treated as the linear feedback of the remaining states. Nevertheless, the nonlinearity
observed in TSMC systems poses a challenge to their practical implementation in
output feedback control applications. Addressing this issue is a significant theoret-
ical challenge for the development and advancement of the TSMC theory.

2.6.7 Intelligent SMC Approach

Intelligent sliding mode control is an approach that involves the integration of fuzzy

logic (FL) and intelligent control technologies with SMC and neural networks(NN) etc.,
to make it smarter and more efficient [187], [188] and [189]. This approach allows for
the design of intelligent controllers that can adapt to changing environments and provide
improved performance. Based on the technology used, multiple objectives can be defined,

such as improving tracking accuracy, reducing chattering, or enhancing robustness. The
integration of SMC with intelligent control technologies has received significant attention
and has been extensively investigated in recent years, with numerous research papers and
applications demonstrating its effectiveness in various fields. follows:

1.

11.

ii.

One benefit of using NNs in SMC is their ability to approximate nonlinear functions
with high precision. Through this approach, the integration of intelligent control
technologies, such as NNs, allows for the compensation of external disturbances
and model uncertainties. As a result, chattering is minimized. Furthermore, NNs
can be employed to estimate the switching control term, transforming the discon-
tinuous control signal into a continuous one. This effectively reduces chattering
within the system.

The objective of incorporating FL systems into SMC is comparable to the use of
NNss. It facilitates the approximation of smooth nonlinear functions with high pre-
cision and helps in estimating external disturbances and modeling uncertainties to
mitigate chattering.

Reinforcement Learning (RL) is a machine learning method inspired by psychol-
ogy, which has gained recognition in game theory, control theory, and optimization
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problems. It provides a framework to enable agents to take actions in an environ-
ment to maximize a specific reward function. RL has been recognized for its com-
putational efficiency in adaptive optimal control systems, which aim to optimize a
function of the controlled process [190].

Researchers have proposed various reinforcement learning algorithms to derive op-
timal controllers for linear time-invariant deterministic systems without any knowl-
edge of the system dynamics, and only system output feedback is required for con-
vergence to the optimal solution. As an example, in a particular study [191], opti-
mal controllers were obtained using various reinforcement learning techniques for
a specific group of linear time-invariant deterministic systems.

The applications of RL extend beyond adaptive optimal control systems to include
various areas, such as robotics, finance, and healthcare. RL offers an attractive
approach to solve complex problems, and further research is being conducted to
develop more efficient RL algorithms that can handle higher-dimensional problems
and provide more stable convergence to the optimal solution.

iv. Evolutionary computation can be considered as a viable alternative to search for
optimal control parameters. This approach involves using optimization algorithms
that are inspired by biological evolution to find the optimal set of control parame-
ters that can minimize the chattering phenomenon in the SMC system. In addition,
machine learning techniques are being integrated with SMC and its various types to
extract the inherent characteristics of SMC and apply the effectiveness of machine
learning to achieve reduced chattering. This integration involves using machine
learning algorithms to model the system dynamics and learn the optimal control
parameters that can minimize the chattering effect. The combination of evolution-
ary computation and machine learning techniques can lead to more efficient and
effective SMC systems that are capable of achieving better control performance
with reduced chattering. Following are the couple of examples that can be quoted
as a reference:

2.6.8 State Observer Approach

A potential approach is to generate an ideal sliding mode by using a control software
in the observer loop while excluding the main loop. This method eliminates chattering
in the system because the main loop is not required to track the observer loop. State ob-
server approach Provides more flexibility while its implementation is complicated and it
requires more effort in the control design. The state-of-the art contributions [192], [193]
and [10] applied state observer approaches for chattering reduction in sliding mode con-
trol (SMC) for different nonlinear systems. The first paper introduces an SMC approach,
free from chattering, that uses an extended state observer to handle matched and mis-
matched disturbances in nonlinear systems. In the subsequent paper, the authors delve
into the application of finite-time adaptive extended state observer, rooted in dynamic
SMC, for addressing uncertainties in hybrid robots. In the final paper, they propose a
cascaded extended state observer based SMC for an under-actuated flexible joint robot.
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Figure 2.15: Sate Observer Approach [10]

In this case, the observer plays a role in disturbance estimation and noise reduction. The
common thread across all three papers is the demonstration of the efficacy of their respec-
tive techniques in curbing chattering and enhancing control performance. These findings
underscore the significance of state observer strategies within SMC, underscoring their
role in enabling robust control of nonlinear systems grappling with uncertainties and dis-
turbances.

2.6.9 Reaching Law Approach

The conventional approach for designing sliding mode controllers, in either contin-
uous or discrete time, involves formulating the control law and verifying the stability of
the system using Lyapunov theorems However, here is an alternative approach famously
termed as reaching law is used widely to achieve inherent characteristics of SMC while
handling chattering issue.

Considering that chattering’s intensity corresponds to the control magnitude, a
simple strategy to alleviate chattering is by diminishing the magnitude of the discontin-
uous control, as noted in [194]. Striking a balance between mitigating chattering and
upholding system performance within sliding mode control requires an approach that
adapts the magnitude of the discontinuous control signal. This method strives for a mid-
dle ground: the magnitude decreases as the system state approaches the sliding surface
to curtail chattering, and conversely increases as the system state departs from the slid-
ing surface. This principle has paved the way for numerous contemporary contributions,
some of which are discussed below:

2.6.9.1 Seminal Gao and Hung Reaching Laws

The reaching law strategy, initially introduced by Gao and Hung in [195] within the
context of continuous-time systems, centers around steering the sliding variable’s desired
evolution to ensure the stability of the sliding motion. This approach veers away from the
need for Lyapunov-based stability analysis, opting instead for the concept of evolution
in crafting the control signal. The design of the control signal entails expressing the first
derivative of the sliding variable as a function of the variable itself and other pertinent
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system parameters. With the passage of time, various scholars have enriched the original
methodologies set forth by Gao and Hung [195]. This includes notable contributions such
as those by Singh et al. [196] and Liu et al. [197], among others.

In their seminal work [195], Gao and Hung presented three distinct continuous-
time reaching law variants. The first among these reaching laws is termed the constant
rate reaching law, and its formulation can be articulated as follows:

S = —Ksign(9) (2.24)

where KX > 0. This approach offers the benefit of simplicity by propelling the sliding
variable toward the switching plane at a consistent pace. However, there exists a soli-
tary design parameter that necessitates striking a balance between the convergence speed
during the reaching phase and the extent of oscillations during the sliding phase.

Furthermore, Gao and Hung have introduced an alternative reaching law termed the
constant plus proportional rate strategy, delineated as follows:

S = —Ksign(S) — ¢S (2.25)

where ¢ > 0 and K > 0. By adding the proportional component, the rate of convergence
is increased for higher sliding variable values, allowing for smaller constant K values
without compromising favorable features in the reaching stage. Conversely, in proxim-
ity to the switching surface, the proportional term reduces to prevent an increase in the
magnitude of oscillations during the sliding phase.

According to [195], the last approach suggested is the power rate reaching law,
which is given as:

S = —K|S|*sign(S) (2.26)
where K > 0 and 0 < o < 1. The objective of using this reaching law is to attain rapid
convergence to the switching surface while avoiding the undesired oscillations during the
sliding phase. Studies have shown that this approach yields a finite reaching time and that
the absence of the constant switching term - K sign(.S) reduces chattering.

In order to improve the performance of SMC,various intelligent modifications
have been made to Gao and Hung [195] seminal reaching laws. Few of which are dis-
cussed below:

2.6.9.2 Exponential Reaching Law

The constant reaching law in [198] is combined with an exponential term to account
for the variations in the switching function. This results in the formulation of the Expo-
nential Reaching Law (ERL) as follows:

S = —(K/8+ (1 —dg)e 5 (2.27)

Here, o, o, and 7y represent strictly positive values. It is important to note that the ERL
given by 2.27 does not compromise the stability of the control because the denominator
of the reaching law is always strictly positive. Looking at the reaching law mentioned in
2.27, one can observe that as the magnitude of |S| increases, the denominator approaches
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dp. Consequently, the ERL converges to k/dy, which is greater than K. In this approach,
the magnitude of the ERL grows during the reaching phase to expedite the attraction of
the sliding surface. As the system approaches the sliding surface and |S| decreases, the
ERL gradually diminishes to mitigate chattering. Hence, the ERL enables the controller
to adapt to switching function variations by allowing the magnitude of ERL to range
between K and K/dy.

This unique control gain adjustment paved new ways for improving the overall per-
formance of SMC.However, ERL still has the limited control gain value at both extreme
ends, while it is desired to achieve highest possible gain value when system states are
away from sliding surface, to achieve fast transient response.Similarly, when system states
reaches the sliding surface the gain value must diminish, while in case of 2.27 minimum
achievable gain value is K /dy, thus results in compromised chattering magnitude along
the sliding surface.

To handle this gain adjustment constraints better, multiple variants of ERL are
proposed on frequent basis. Few of many are worth to mention here, but not limited to
cos-ERL [1], Enhanced ERL[14] and Power Rate ERL[12].

2.6.9.3 Cos-Exponential Reaching Law

The cosine ERL proposed in [1] with slight modification to ERL is shown below:
S = —(K/d + (1= dg)e " cos(B]9)) (2.28)

The term e~/%"cos(3]S|) exhibits the capability to cross the zero multiple times before
reaching the origin or equilibrium point. This characteristic allows this term to approach
the origin faster than any exponential function. It is important to note that exponential
functions tend to approach the equilibrium point asymptotically over time. However, the
challenge of adjusting the gain remains unresolved.

2.6.9.4 Power Rate Exponential Reaching Law

In a recent study [12], a modified version of the Extended Reaching Law (ERL)
called Power Rate ERL (PRERL) has been proposed, shown in 2.29. PRERL incorpo-
rates a “power rate” modification to ERL and has been found to be effective in reducing
chattering and generating smooth control. The power rate method was initially introduced
in another study [12] as a means to achieve fast response without chattering..

S = —(KI[S|*/d + (1 — §p)e ¥ (2.29)

The power rate law, although effective in reducing chattering and enabling fast response,
has the drawback of bypassing most of the sliding mode motion, which compromises the
robustness property [199] and [200] . In contrast, the proposed reaching law integrates the
power rate principle with ERL, resulting in a balance between reaching speed, chattering
reduction, and sliding mode motion. The power rate aspect of the law enhances robustness
by reducing the reaching phase, but using a high value of « close to one can result in fast
reaching without the sliding mode phase. Conversely, choosing small values of « allows
sliding mode motion, but at the cost of chattering.
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2.6.9.5 Enhanced Exponential Reaching Law

In [14], Enhanced ERL (EERL) is proposed to handle chattering. If we analyse
EERL shown in equation 2.30 the gain adjustment following distance of system state
variables from the sliding surface, extra term is added to further reduce the gain value
near the equilibrium point.

S =—G|S| — (K/6 + (1 — )e M) (2.30)

The EERL is modified well to handle chattering magnitude by lowering the gain magni-
tude near the surface, however, since the constant value of G limits reduction of control
gain magnitude capability. Though the chattering in reduced but it further requires reduc-
tion while ensuring fast minimum reaching time.

2.6.9.6 Fractional Power Rate Reaching Law

In [2], intelligently modified Fractional Power Rate Reaching Law (FPRRL) is pro-
posed to get maximum advantage from inherent characteristics of SMC.

S = —[GIS]"/(8 + 1)) (2.31)

Where, 0 < ¢ < 1 and 7y and 9§ are strictly positive. The performance analysis of FPRRL
shows that it has high gain value when system state variables are far away from the sur-
face, that ensures high level of robustness with minimum reaching time. However, when
state variables are near to the sliding surface that gain magnitude is not reduced compre-
hensively. Therefore, existence of chattering along the surface is highly expected.

2.6.9.7 Hybrid Reaching Law

In order to further reduce sliding chattering, a Hybrid Reaching Law (HRL) incor-
porating a terminal reaching part control is proposed. The HRL is formulated as follows:

S = —m|z|*SY? — (b/k)(e"* — 1)S (2.32)

In the given expression 2.32, a, m, b, and k are positive parameters with specific con-
straints: a > 0, m > 0,0 > 0, and 0 < k < 1. The variable denoted as = symbolizes
the system’s state variable. The parameters p and ¢ are positive odd integers, with the
condition that p surpasses g. The Hybrid Reaching Law (HRL) comprises two constituent
parts: the terminal reaching component and the exponential plus proportional rate reach-
ing component. The terminal reaching part incorporates a variable terminal approaching
approach, achieved by combining the power function of the system state variable based
on the terminal sliding mode. It can be represented as m/|z|*S%P. On the other hand,
the exponential plus proportional rate reaching section is denoted by —(b/k) (el —1)S
and introduces the exponential function of the system state variable using the pure expo-
nential reaching law. This formulation results in a variable exponential reaching mode,
allowing for adaptive behavior based on the magnitude of the system state. Advantages
of different functions are tailored well in proposed HRL to achieve fast transient response
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with minimum possible existence of chattering along the surface. However, the decision
maker for adjusting the gain value is the state variable x, while sliding surface along with
state variable and its derivatives is dependent upon the sliding coefficient that determines
the dynamic response of SMC. Therefore, for second order system the HRL proposed
here may not perform well. Adding to this, resultant value of sliding surface may result in
negative, that can alter the whole objective of reaching law approach.

2.6.9.8 Piecewise Double Power Reaching Law

Aiming to enhance the system’s convergence rate and decrease chattering, a reach-
ing law known as Piecewise Double Power Reaching Law (PDPRL) has been proposed in
2.33. This law is capable of achieving fixed-time convergence and allows for the selection
of different stages of the reaching law without any mutual impact.

o {k1|5|;“sz‘gn(5) — k| S[5>sign(S1) — kISl |S| > 1 (2.33)

k3| S|V sign(S) — kal S|52sign(S)) 5] <1

where, k1, ko, k3 and K are strictly positive.Moreover, 0 < ay < 1, a5 > 1, f; > 1, and
0< By <.

The basic concept of PDPRL is to divide the reaching process into two stages using 1
as the dividing point. The first stage is when the system is far from the sliding mode
surface, i.e., |S1| > 1, where the reaching law is mainly governed by the first term. On
the other hand, in the second stage, when the system is near the sliding mode surface,
i.e., [S1] < 1, the second term dominates the reaching law. This division of stages helps
to improve convergence speed and reduce chattering. The main idea behind the concept
of PDPRL to take maximum benefit from the from the SMC inherent properties without
compromising on chattering. This technique can work well on specific system and can

be designed accordingly. However, the relation of gain adjustment is done in very close
margins, normally less than 1. Therefore, in extremely sensitive system the proposed
cannot be much beneficial.

2.7 SMC for AC VSIs

The inherent characteristics of SMC have made it a preferred choice for various ap-
plications. One such application is the use of SMC in the generalized VSI system, which
can be depicted using a generalized block diagram 2.16. The VSI can be categorized into
two major types: i) stand-alone inverter that is designed to supply power to a load, and ii)
grid-tied inverter that is designed to inject energy from an available input DC source to
the grid. SMC has been successfully employed in various applications of DC/AC voltage
source inverters, some of which are listed below:

2.7.1 Stand-alone VSI

The use of SMC has been widely studied in single-phase VSIs in recent years. Var-
ious studies have presented novel and effective approaches to applying SMC to different
VSIs. For example, conventional SMC has been used in single-phase H-bridge inverters
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Figure 2.16: Block Diagram of AC Micrgrid with SMC System [11]

with fixed, linear, and varying sliding surfaces [201], showing the versatility of SMC in
different VSI applications.

Terminal SMC has also been utilized in a single-phase H-bridge inverter with a non-
linear sliding surface [202]. In another study, integral SMC was applied to a single-phase
quasi-switched boost inverter with linear and fixed sliding surfaces, showing the effec-
tiveness of different SMC techniques [203]. Furthermore, a three-phase voltage source
inverter was integrated with conventional SMC, which had linear and fixed sliding sur-
faces [204].

The aforementioned studies showcase the effectiveness of SMC in diverse applica-
tions of single-phase VSIs. Implementing SMC can enhance the overall performance and
robustness of VSIs. By employing different sliding mode control techniques, it becomes
feasible to effectively regulate the voltage and frequency of VSIs, ultimately enhancing
the stability and reliability of the VSI

In summary, the utilization of SMC has proven to be a versatile and effective ap-
proach for the regulation and control of single-phase VSIs. Various SMC techniques have
been successfully employed in different VSIs, highlighting the adaptability of SMC in di-
verse VSI applications. By implementing SMC, the overall performance and robustness
of VSI systems can be improved, leading to enhanced reliability and stability.

2.7.2 Grid-tied AC VSIs

The application of SMC in grid-tied inverters has garnered significant attention in
the recent past due to its numerous advantages. A plethora of research work has been car-
ried out on the application of SMC in single-phase H-bridge grid-connected DC/AC in-
verters with fixed, linear, and varying sliding surfaces, respectively. Specifically, conven-
tional SMC has been utilized in [205] and [206] on single-phase H-bridge grid-connected
DC/AC inverters with fixed and linear sliding surfaces, whereas conventional SMC is
used as feedback control for grid-connected three-phase H-bridge voltage source inverter
in [207] and [147]. Under similar conditions, integral and observer-based SMC is applied
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with linear and fixed sliding surfaces in [208] and [209], respectively.

Furthermore, conventional SMC with linear and fixed surfaces is applied to three-
phase neutral-point-clamped (NPC) inverters in [210]. In [211], a three-phase modulator
multilevel inverter (MMC) with conventional SMC comprising linear and fixed sliding
surfaces is presented. Integral SMC with linear and fixed sliding surface is applied to
single-phase Z-source inverter in [212]. Similarly, conventional SMC with linear and
fixed sliding surface is implemented on a single-phase quasi-Z-source inverter in [213].

The literature clearly indicates that SMC is a widely favored option for grid-tied
inverters, primarily because of its capability to effectively handle system disturbances
and uncertainties. The numerous applications of SMC in grid-tied inverters with varying
sliding surfaces highlight its versatility and efficacy in a wide range of applications.

Table 2.5: SMC applications for VSIs (islanded and grid-connected).

References Application SMC Type Sliding Surface
[202] and [214] 1-Phase Islanded Terminal SMC Non-Linear/Fixed
[203] 1-phase Islanded Integral SMC Linear/Fixed
[201],[215] and [216] 1-phase Islanded Conventional SMC Linear/fixed
[204] 3-phase Islanded Conventional SMC Linear/Fixed

[205] and [206] 1-phase Grid Connected | Conventional SMC Linear/Fixed

[207] and [147] 3-phase Grid Connected | Conventional SMC Linear/Fixed

[208] 3-phase Grid Connected Integral SMC Linear/Fixed

[147] 3-phase Grid Connected | Observer based SMC Linear/Fixed

[210],[211] and [213] | 3-phase Grid Connected | Conventional SMC Linear/Fixed

[212] 3-phase Grid Connected Integral SMC Linear/Fixed

2.7.3 Critical Review

As voltage source inverter-based systems have become increasingly prevalent in to-
day’s society, ensuring a stable, reliable, and effective voltage source inverter’s output for
sensitive systems has become a challenging task. This is because these systems operate
near stability constraints due to financial and environmental concerns. Therefore, a con-
trol system for single phase voltage source inverters (SPVSI) must be designed to achieve
the aforementioned objectives.

SMC is a widely adopted technique in several non-linear systems, including voltage
source inverter applications [217]. This is due to SMC’s inherent properties such as simple
design, reduced order, exceptional robustness, insensitivity to external disturbances and
parametric variations, finite time convergence, and excellent dynamic behavior [218].

49



The sliding surface in SMC is selected in a way that states of the system are com-
pelled to reach the sliding surface in a limited time, making system dynamics linear time-
varying stable, with negligible internal or external disturbances [219] . Despite asymp-
totic convergence of states to the sliding surface, conventional SMC, like other non-linear
control techniques, suffers from many imperfections [220].

Therefore, in the context of voltage source inverter applications, research has fo-
cused on developing and improving SMC for single-phase and three-phase voltage source
inverters to mitigate these imperfections. These improvements have led to the develop-
ment of different SMC techniques such as integral SMC, terminal SMC, and adaptive
SMC, which aim to address the limitations of conventional SMC. In the upcoming criti-
cal review chapter, we will examine these various SMC techniques and their effectiveness
in voltage source inverter-based systems, with a focus on their applications in ac VSIs and
Voltage Source Inverters.In this perspective, following are the two major areas that needs
utmost attention.

2.7.3.1 Sliding Surface Design/Sliding coefficient Selection

First, the major shortcoming that SMC suffers is related to a fixed sliding surface
that restricts the dynamic behavior of the feedback system. The fixed value of the sliding
surface slope is a compromise between tracking time under output current disturbances
and the reaching time of the system states to the sliding surface [4].

In their work [221], Gudey and Gupta introduced a control strategy for VSI called
Fast Terminal Sliding Mode Control (FTSMC). This approach utilizes a recursive tech-
nique to adjust the inverter bus voltage, enabling it to converge towards the main grid in
grid-connected mode and move away from the micro source in islanded operation. The
dynamic performance of the controller is highly commendable, exhibiting low total har-
monic distortion and minimal steady-state error, even under abrupt load changes during
islanding. An advantageous aspect of the FTSMC algorithm is its reliance on a single
voltage sensor, thereby reducing the number of sensors required for control operations.
However, the study lacks a detailed comparison with other control strategies and perfor-
mance benchmarks, limiting the scope of the findings. Moreover, the proposed FTSMC
approach is an extension of the work by Gudey and Gupta, which used a sliding surface
design based on both linear and nonlinear characteristics. Although this nonlinear surface
design reduced the tracking and sliding time, it failed to significantly reduce the tracking
error.

Therefore, further research is required to compare the proposed FTSMC approach
with other control strategies, identify its limitations, and explore ways to improve its per-
formance. The text provided in [222] proposes a control mechanism for a distributed
energy resource system using FOSMC. The aim of the proposed control is to ensure a
stable and regulated voltage output, even in case of unbalanced and distorted load con-
ditions. Additionally, the control offers black start functionality and provides protection
against external faults to the power electronic interface of the DER system. However, the
text points out that these advantages come at the cost of increased computational burden
and complexity in implementation. This implies that the proposed control may not be
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practical for systems that require simpler and more efficient control strategies. Overall,
while the proposed control in [222] offers several desirable features, its implementation
may require careful consideration of the trade-off between control complexity and system
performance.

In the published work [223], innovative techniques are presented for online tuning
of the slope of the linear sliding surface in sliding mode controllers. The aim is to achieve
more efficient control for a specific class of second-order systems. The approaches are
developed for two new coordinate axes, where one axis represents the classical sliding
surface and the other is orthogonal to it. By employing the Lyapunov stability condi-
tion, adjustments are made to the control input within the sliding mode control law. To
adapt the slope of the linear sliding surface in the updated coordinate axes, a fresh pa-
rameter is fine-tuned through diverse approaches. Simulation experiments are conducted
on a nonlinear second-order model with bounded external disturbance and parameter un-
certainties. A comparison is made between the performance of classical sliding mode
controllers that use a constant sliding surface and the delta neighborhood approach in the
classical coordinate axes, and the proposed methods that dynamically adjust the slope
of the linear sliding surface. The results demonstrate that the proposed approaches out-
perform the classical sliding mode controller in terms of reduced reaching and settling
times, as well as improved robustness to disturbances. The study also highlights that the
fixed value of the sliding surface coefficient represents a trade-off between the tracking
time under current disturbances and the time taken for system states to reach the sliding
surface.

To improve response speed, adjustable sliding surface techniques have been pro-
posed, as discussed in [224]. These methodologies are designed to attain swift and robust
tracking within a particular group of uncertain second-order dynamic systems by incor-
porating a time-varying sliding surface for VSI control. The sliding surface initially tra-
verses arbitrary initial states and gradually moves towards a predefined surface through
rotation and/or shifting. The presence of sliding mode using the time-varying sliding sur-
face is demonstrated in the paper, which also provides detailed procedures and notable
characteristics of the proposed surface. By utilizing this surface, favorable performance
in terms of fast and robust tracking is achieved without amplifying the magnitude of the
discontinuous control gain, thereby mitigating undesirable chattering. To illustrate the
benefits of the proposed method, the article applies it to a simple second-order nonlin-
ear system subjected to parameter variations and external disturbances, as mentioned in
[224]. Additionally, in [223] and [225], two-dimensional (2-D) and one-dimensional (1-
D) fuzzy-based rules were adopted, respectively.

The study presented in [226] introduces a novel method for sliding mode control
that incorporates a RSS to attain rapid and robust tracking in a specific class of second-
order nonlinear systems. In this approach, the rotation of the sliding surface is determined
through a linear function approximation derived from the input-output relationship, uti-
lizing a 1-D fuzzy rule. Furthermore, the approach is expanded to encompass a single-
input fuzzy logic controller (SIFLC), which utilizes error variables to dynamically adjust
the time-varying slope of the sliding surface. This leads to the RSS, which provides a
fast transient response for single phase voltage source inverters [4]. Despite the advan-
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tages and simplicity of designing sliding surfaces using these techniques, there are some
limitations. Firstly, the above-mentioned techniques rely on a linear approximation for
nonlinear state space variables, which may result in inaccurate control in some cases.
Secondly, only the surface rotation mechanism is adopted, overlooking the significance
of the switching gain of the reaching law, which is an important factor in ensuring robust-
ness and stability of the system. These limitations should be considered when applying
the proposed methods in practical applications. Nevertheless, the approach presented in
[226] provides a promising direction for developing efficient and effective sliding mode
control strategies.

In [214], TSM based on fraction power non linear sliding surface selection mech-
anism is presented for power converters. The presented approach primarily focuses low
9%THD and fast transient response, while other vital parameters of interest for power con-
verters are overlooked. Similarly, [227] introduced Direct Power SMC for islanded VSIs,
based on distributed linear sliding surfaces to handle improve voltage regulation and ro-
bustness. Likewise, Linear Matrix Inequalities (LMIs) sliding surface is introduced in
[145] to reduce voltage tracking error and low %THD. STA is used in [228] to design a
sliding surface to achieve dynamic performance with reduced chattering for single phase
VSI application. Moreover, Extended State Observer based on integral sliding surface
is proposed in [229] to achieve better dynamic response for VSIs. In order to achieve
robustness, dynamic performance, fast transient response and low %THD for VSIs, SMC
with switching function based sliding surface is introduced in [146].

2.7.3.2 Reaching Law Design

SMC is commonly employed to achieve robust control of uncertain systems. How-
ever, one challenge with SMC is the need to use high switching gains to ensure robust-
ness. The use of high gains, in turn, can result in chattering, a phenomenon where the
control signal switches rapidly between high and low values, leading to undesirable high-
frequency oscillations. In [230], the authors highlight the problem of chattering in SMC
and propose the use of a saturation function instead of a switching function to overcome
this issue. The saturation function restricts the control signal within a certain range, thus
reducing the high-frequency oscillations and mitigating the chattering problem. The use
of a saturation function can be a favorable choice in SMC to achieve robustness with-
out compromising on the control performance. Although, chattering catered through this
choice still results in a steady-state error due to boundary layer choice.

A novel approach for controlling a low-voltage VSI system is proposed by Gudey
and Gupta et al.[221], which operates in both grid-connected and islanding modes. The
VSI system is considered a higher order distribution system, and the proposed control
strategy is based on the recursive fast terminal sliding mode control (FTSMC) approach.
The application of the FTSMC approach to the VSI allows for precise regulation of the bus
voltage, ensuring it stays closer to the main grid during grid-connected operation and far-
ther away during islanding mode. This proposed methodology exhibits excellent tracking
performance for the bus as well as the output voltage, achieving faster convergence. Fur-
thermore, the controlled voltage exhibits a low level of %THD and minimal steady-state
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error, effectively improving the overall performance of the system. Notably, the proposed
algorithm achieves these outcomes while only necessitating a single voltage sensing re-
quirement for control operation. Moreover, this investigation underscores the limitations
of the classical sliding mode control approach in regulating the bus voltage, particularly
when the bus voltage is located at the far end of the VSI system [221]. However, the pro-
posed recursive FTSMC control for single phase VSI with a condition to avoid singularity,
which leads to shortening tracking and sliding time with a merely noticeable reduction in
tracking error. Moreover, tuning constants to avoid singularity conditions and sliding co-
efficients for sliding surfaces designs are selected randomly. The effect of the FTSMC on
the chattering problem on the sliding surface is also ignored in the analysis.

Numerous strategies have been adopted to overcome the aforementioned problem,
like second-order sliding mode control (SoSMC) [231],[232]. The primary purpose of
using SOSMC is to eliminate chattering by allowing the switching function and its deriva-
tives to converge to equilibrium point through integral function. In order to enhance the
performance of SOSMC, the super twisting control technique was employed, as described
in [233] and [234]. Further improvements were made by integrating modified super twist-
ing algorithms into SOSMC, as mentioned in [235] and [236]. However, despite the ben-
efits achieved through these enhancements, there is an increased risk of system instability
due to the second-time derivative of the switching surface, amplifying the vulnerability to
external disturbances.

To overcome aforementioned problems, worth mentioning innovative techniques
have been proposed, like higher-order sliding mode control (HoSMC) [237], [238]-[239],
complementary sliding mode control [240], and the most popular reaching law technique
(RL) [241]. HoSMC is preferred to use in higher order multiple input multiple output
(MIMO) systems [242]. Since SPVSI is a second order single input single output(SISO)
system, therefore due to high level of complexities associated with implementation of
HoSMC [243], it 1s not preferred to use in second order systems like SPVSI.

The reaching law technique directly correlates with the convergence rate of sys-
tem states to the equilibrium point. Therefore, reaching time of SMC along with chat-
tering reduction can be achieved through intelligent design of a reaching law. Gao et al.
[244] proposed a switching function associated with variable structure control and reach-
ing laws such as constant reaching law, proportional reaching law, and power reaching
law. However, sliding surface design is also one of the essential parameters in design-
ing SMC SPVSI systems. In most cases, a sliding surface function comprises a linear
combination of the error and its derivative.

Several approaches have been proposed in the existing literature to minimize reach-
ing time while taking care of chattering on the sliding surface. Fixed gain reaching law
enforces system states to converge on sliding surface (S= 0) infinite reaching time [245].
The time required to converge the surface depends on the value of the control gain value.
Thus, a higher value of gain ensures faster convergence while giving rise to chattering
along the sliding surface. Fixed with proportional gain reaching law employs faster con-
vergence, however, lack in mitigation of chattering along the surface. A breakthrough
in tackling the issue occurs with the advent of power gain reaching law [246], in which
reaching time speed is adjustable with the distance of states from the sliding surface.
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Hence, ensuring fast convergence with reduction of chattering. However, very near the
surface, the value of gain is not eliminated, thus causing chattering. Through analy-
sis of three reaching gain laws, it can be easily deduced that these laws are beneficial
in achieving better results through simple designing of sliding mode control. However,
each control gain reaching law has its merits and minor demerits, which always leads
to a compromise between reaching speed and chattering mitigation or control robustness
and chattering reduction. The commonality among these laws is that convergence time
to reach the desired sliding surface is directly dependent upon the value of reaching law
gain. The higher value of gain always leads to chattering along the surface that has higher
frequency dynamics.

To handle this compromise better, exponential reaching law (ERL) was intro-
duced [247]. That, proves efficient in handling trade-offs between reaching time, chat-
tering, and robustness of control. Interestingly, the E-RL has catered the trade-off by
allowing the controller to adjust the gain value according to the surface variation. The
idea has been widely accepted and adopted since then and applied to robust control in
several non-linear systems of various fields. In [248] along with achieving robustness and
reduced overshoot, chattering along the sliding surface is also reduced through applying
slight changes to exponential reaching law. A modified E-RL proposed in [14] results
in reduced chattering and lower total harmonic distortion value. Discrete-time repetitive
sliding mode control based on E-RL with bi-power characteristics applied to three-phase
voltage source inverters to achieve better steady-state response with robustness [248]. In
[1], using the cos function with exponential and power term (Cos-ERL) further improves
the reaching time with a noticeable reduction in chattering across the surface. However,
a lower bound of the control gain is maintained at Lsign(S), limiting the convergence be-
havior of a reaching law. It’s observed that the system’s state variables do not follow the
system trajectory perfectly following the lower value of chattering.In [236], slight modi-
fications to E-RL proved beneficial in achieving reduced chattering with low THD. More-
over, the Enhanced Exponential Reaching Law (EERL) was proposed in[237] to achieve a
fast transient response with reduced chattering. Cos function integrated with power func-
tion was used to modify E-RL in [240] and [241] to achieve an improved convergence
rate with evident chattering reduction along the surface. However, the restricted control
gain magnitude limits the reaching time and chattering reduction capacity. The power rate
exponential reaching (PRERL) and fractional power rate reaching law (FPRRL) were pro-
posed in [244] and [245], respectively. Both reaching laws have succeeded in achieving
marginal improvement in a reduction to the reaching time, robustness, and chattering.
Moreover, in [246], the discrete time repetitive reaching law (RRL) based SMC was pro-
posed for three phase VSI to achieve an improved steady state response with reduced
chattering. Likewise, discrete time repetitive SMC composed of exponential bi-power
reaching is presented in [249] to achieve dynamic response along with robustness for
VSIs. Similarly, fast reaching Law is proposed for finite time convergence SMC for VSIs
to achieve fast reference tracking and extreme robustness in [250]. In an another scholarly
effort to achieve fast dynamic response with enhanced robustness for VSIs, super twisting
based reaching law is introduced to formulate finite time convergent SMC.
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2.7.4 Practical Applications of SMC based VSIs

The practical applications of the SMC technique for VSIs are broad and offer sub-

stantial advantages across multiple fields:

i.

1l.

iil.

1v.

Vi.

Vil.

Vviil.

Uninterruptible Power Supplies (UPS): An improved SMC method can be used to
enhance the reliability and efficiency of UPS systems, ensuring continuous and sta-
ble power supply during outages. This is especially important for critical facilities
such as hospitals, data centers, and telecommunications infrastructure where power
stability is crucial [19].

Electric Vehicles (EVs): The SMC with its inherent characteristics can enhance the
performance of power conversion systems in EVs, leading to more efficient battery
management, longer driving ranges, and improved vehicle reliability [251]. The
reduced chattering and high voltage regulation can also improve the overall driving
experience and longevity of EV components.

Renewable Energy Systems: The SMC technique can be applied to grid-tied solar
inverters and wind turbine converters, ensuring efficient and stable integration of
renewable energy into the grid. This helps in maintaining grid stability, reducing
energy losses, and maximizing the use of clean energy sources [33].

Industrial Motor Drives: The SMC can be implemented in industrial motor drives
to achieve precise control over motor speed and torque, improving the efficiency
and performance of machinery in manufacturing, robotics, and automation [252].
This can lead to energy savings and increased productivity in industrial settings.

Power Quality Improvement: The advanced VSI with SMC method can be used
in power conditioning equipment, such as active power filters, to improve power
quality by reducing harmonics, voltage sags, and other disturbances in the electrical
grid. This is vital for sensitive equipment in industries and commercial buildings
that require clean and stable power.

Microgrids and Distributed Generation: The SMC technique is well-suited for man-
aging MGs, where it can ensure stable operation under varying load conditions and
disturbances. This is particularly beneficial in remote areas, disaster recovery sites,
and military applications where reliable power supply is essential [23].

Emergency and Lifesaving Equipment: The reliable power regulation offered by
the SMC is critical for lifesaving equipment used in hospitals, emergency response
units, and mobile medical facilities. The ability to maintain high voltage regulation
and low THD ensures that sensitive medical devices operate without interruption.

Communication and IT Infrastructure: The improved SMC for VSI can be applied
to power systems in communication networks and IT infrastructure, where stable
power is essential to prevent data loss and maintain network reliability. The reduced
chattering and high efficiency of the proposed method can enhance the resilience of
these critical systems.
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ix. Laboratory and Research Applications: The robust control offer SMC technique
can be applied in laboratory power supplies, providing researchers with stable and
distortion-free power for experiments and testing. This is particularly useful in
research environments where accuracy and reliability are paramount.

x. Defense and Aerospace Applications: The robust control offered by the SMC can
be used in defense and aerospace systems, where power systems must operate re-
liably under extreme conditions. The ability to maintain performance in harsh en-
vironments makes this technique suitable for military vehicles, aircraft, and space
missions.

2.7.5 Summary

When it comes to controlling VSIs, various techniques are available, and each
comes with its advantages and limitations. A comparative analysis of these techniques
helps in identifying their benefits and drawbacks, and one technique that stands out as
being highly advantageous with fewer disadvantages is SMC. SMC is well suited for
managing nonlinear systems due to its tolerance to uncertainty and outside disturbances,
which is one of its main advantages. Additionally, SMC is a versatile technology that
has numerous uses, including fault tolerance, power sharing, and voltage and frequency
management.

SMC’s resilience to uncertainties and disturbances has shown to be a key factor in its
success in regulating VSIs. Even under challenging operating conditions, this robustness
helps it to preserve the system’s stability. In addition, SMC is highly effective in control-
ling nonlinear systems, which are becoming increasingly common in VSIs. With rise in
the integration of DG sources into the power grid, such as renewable energy sources, it
becomes essential to have a control system that can handle the fluctuating power supply.
SMC provides the necessary robustness to the system to ensure its stability under such
conditions.

Additionally, there are numerous applications for SMC in managing VSIs. It is
extremely successful at controlling the VSI’s voltage and frequency, ensuring that the
system runs within the set parameters. Additionally, SMC can be used to make sure that
the loads receive an equal part of the power produced by the dispersed sources, preventing
overloading or underloading of the system. SMC is also very good at keeping the system
stable when there are faults, making sure that the system keeps working even when there
are failures.

To further enhance our understanding of SMC and its behavior in VSIS, it is crucial
to undertake an in-depth study of this control technique. In the next chapter, we will delve
into the working principle of SMC and explore its behavior under various conditions to
improve its performance in the context of VSIs. We will discuss different chattering re-
duction methodologies and sliding coefficient selection techniques, as well as their prac-
tical implementation in real-time applications. Through this chapter, we aim to establish
a solid foundation for the effective utilization of SMC in the control of VSIs. SMC has
been a favourable choice for VSI systems due to its distinguished features including fast
dynamic response, high degree of robustness and order reduction. Variable Structure Sys-
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tems (VSS) theory sets the foundation for SMC and has been a popular control method
for VSIs for several decades. This is highlighted in a review article by Komurcugil et al.
[7]. In order to devise an improve SMC approach, the following chapter discusses SMC
theory, basic design principles, challenges we might encounter, and solutions. This will
pave the way for introducing proposed SMC technique. Based on which, mathematical
modeling shall be designed for single phase and three phase VSIs
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CHAPTER 3

RESEARCH METHODOLOGY

In this chapter, a comprehensive study is presented on an improved SMC incor-
porating a composite reaching law technique paired with an adaptive RSS mechanism,
specifically designed for VSIs. The primary objective of the proposed technique is to
enhance the robustness and reliability of VSIs with reduced chattering and %THD, par-
ticularly in the presence of variable load conditions. The section begins by introducing a
sliding surface selection design mechanism, which ensures an optimal choice of the slid-
ing surface for effective control. Following that, the composite reaching law technique is
presented, detailing its working principle and its ability to regulate the system’s behav-
ior. A thorough stability analysis is conducted to testify the effectiveness of the proposed
technique in achieving robustness against load variations. Furthermore, a comparative
performance analysis is performed, comparing the proposed SMC technique with other
state-of-the-art SMCs. The comparative analysis demonstrates the superior performance
and efficiency of the proposed technique in challenging conditions. Significantly, the pro-
posed technique is specifically developed to accommodate the needs of both single-phase
and three-phase VSIs, thereby enhancing its versatility and applicability. This design
consideration ensures that the proposed technique can be effectively employed in a wider
range of VSI configurations, providing flexibility and adaptability to various system re-
quirements and configurations. The proposed technique’s effectiveness and reliability are
thoroughly examined by evaluating its performance under challenging conditions. To
validate the results, a comparative analysis is conducted using MATLAB Simulink, com-
paring the proposed technique with other state-of-the-art SMC techniques. This analysis
provides a comprehensive understanding of the capabilities and advantages of the pro-
posed technique. Furthermore, experimental assessments are conducted for single-phase
and three-phase VSI on the MicroLabBox-dSPACE 1202, further affirming the improved
performance of the suggested technique in real-world scenarios. The SMC design pri-
marily followed by following two steps i.e. Sliding Surface Design and Reaching Law
Design:

3.0.1 Step-I: Sliding Surface Design

In [2], the theory of SMC for non-linear systems is well explained. The general
equation for a dynamic non-linear second order system is given below:

&= f(z,&)+b(z,2)u (3.1
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where, f € R"” and b € R™™" are non-linear functions, u is the control input and b is an
inevitable matrix. The tracking output error that ultimately goes to zero can be defined
as z.(t) = x — x4 , where xy € R" is the desired output. The first step to design SMC
is always to start selecting appropriate sliding surface function S that depend on tracking
error. Generally, the sliding surface equation is described as:

S =12+ \se (3.2)

where \; is termed as the slope of sliding surface or sliding surface coefficient and must
be strictly positive, the value of )\, plays a very significant role in the convergence of
tracking output error to zero.

3.0.1.1 Optimal Surface based on Rotating Sliding Surface (RSS)

To achieve RSS, the value of sliding surface coefficient \; is set by using time-
varying slope of a sliding surface. The adaptation of the time-varying slope is achievable
through the utilization of fuzzy logic rules that are applied to the error variables z. and ..
Thus, different values of A4 can be achieved during transient and steady-state operations.
The outcome yielded by the fuzzy logic controller manifests as a coefficient that varies
with time, denoted by A, which must consistently remain positive to ensure the system’s
stable operation. In reference [225], it has been demonstrated that an appropriate 2-D
rule base comprising 49 rules can generate \;. Although this rule base operates effec-
tively, it brings about higher computational complexity due to its larger number of rules.
Moreover, the same source highlights that the 2-D rule base can be simplified to a 1-D
version consisting of only seven rules. This reduction becomes achievable through the
utilization of the insight that the 2-D rule base yields an indistinguishable output when at
least one input changes its sign in the neighboring quadrant. The study presented in [4]
demonstrates that a sliding surface featuring a varying slope A; can be rotated within the
phase plane, adapting to changes in load conditions. It is worth mentioning here that VSI
operates with a greater value of A\ during a transient caused by load variation to achieve
faster voltage convergence. However, the value of A\, returned back to its original value
and remains unchanged during steady-state. This dynamic characteristic of time-varying
slope can be achieved simply by adopting a function of first order using error variables
of the system. Thus, the function based on Single-Input Fuzzy Logic Controller (SIFLC)
rules using error magnitude applied in [225] shown below is used to achieve RSS:

As = —0.45X,;+ 0.5 (3.3)

Xa(t) = [X1(6)] = [Xa(t)] 34)
Where, X (t) = K;x. and Xg(t) = K., and the values of scaling gains K and K are
selected as 2 x 1073 and 2.4 x 1075, respectively [4].
3.0.2 Step-II : Reaching Law Design:

Reaching Law design is the second vital step in to cater while designing SMC. the
level of robustness with extremely undesired magnitude of chattering along the sliding
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surface can only be managed by properly designed reaching law. The proposed reaching
law design is crucial in achieving this objective and is presented as follows:

3.0.2.1 Proposed Composite Exponential Reaching Law(C-ERL)

The mathematical development of the proposed control gain reaching law is pre-
sented here. The proposed control gain reaching law links the advantages mentioned in
referenced reaching laws and guarantees a better convergence rate than previously pre-
sented ERL. The proposed Control Gain Reaching Law uses sinusoidal damping concept
from [1] and using exponential term tailored with difference function, and is stated as:

§ = [D(S) - ’C;?qu sign(S) 3.5)
D(S) =|S|(y + (1 = y)e#° (3.6)
E(S) = (v + (1 = y)e 5" cos(B(|S])) (3.7)

3.0.2.2 Working Principle

The working principle of the proposed control gain reaching law can be explained
as follow:

i. Initially at S > 0, value of control gain reaching law will be maximum following
initial control loop system conditions.

ii. Values of ¢, ¢ and j are selected in such a way that for e=#15I°cos(3(|S])) ~ 0
= F(S) < 1 leads to higher value of % ,where D(5) < % ensures gradual
system convergence to S = 0.

iii. AtS ~0— E(S)~ 1leads to % < 1, hence D(S5) < % leads to negligible
control gain of reaching law i.e. S = [D(S ) — % sign(S) — 0 that ensures
extremely low chattering along the sliding surface.

Control gain of the proposed reaching law is the most efficient convergence mechanism
for system states to reach equilibrium point in finite time. The term e~?!5I cos(5(|S|))
has damping characteristics to cross surface several times and asymptotically coincide to
the reference point [1]. Moreover, the difference function D(.S) has an added advantage
to gain adjustment and ensures negligible control gain value at an equilibrium point.

3.0.2.3 Stability Analysis

The well-known Lyapunov function can be described as V(S) = 1/2(S7S); by
taking derivative, we get the following equation:

V(S) =1/2(STS) (3.8)
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Thus, the stability condition can be described as:

S<0 if $>0

: (3.9)
S>0 if <0

V(S)<0:>{

The first derivative of sliding surface S , defines the reaching law. Therefore, taking the
first derivative of 3.2 can be represented as:

S =17, + AT, (3.10)
Equating 3.1 and 3.10 results in the following generic control equation for the system:
u=>0"4S — f — ) (3.11)

The vital role of S in input control function can be observed easily, i-e the rate of change of
sliding surface S is determined. So, at S < 0 for S > 0 (and vice versa) forces the system
trajectories to reach and converge at S = 0.Thus, the term S is well-known as “reaching
law”. Moreover, when states of the system are very close to S = 0, S < 0 determines
that system states are near to S = 0 while guaranteeing V < 0. Subsequently, there is
a “switching” mechanism arises to maintain the condition: S.S < 0. by S. Furthermore,
To achieve stability, the Lyapunov function V' (¢) = (5?)/2 must be minimum, following
IG(9)|

condition V' < 0.The gain value of proposed reaching law [D(S) — F(s) | s strictly

negative, warranting S.S < 0.

Gain

Proposed
C-ERL-RSS

—ERL ===-=Cos-ERL — —FPRRL ——EERL ——PRERL

-10 | | | | | | | | |
0 02 04 06 038 1 12 14 16 18 2

Surface (S)

Figure 3.1: Comparison of Reaching Laws Gain variation w.r.t distance from surface.

3.0.3 Comparative Analysis of C-ERL With Other State-of-the Art Reaching Laws

Latest and state of the art reaching laws like Exponential Reaching Law (ERL)
[253], Cos-ERL [1], Enhanced Exponential Reaching Law (EERL) [14], Power Rate Ex-
ponential Reaching Law (PRERL) [12], Fractional Power Rate Reaching Law (FPRRL)
[2] and the proposed C-ERL with Rotating Sliding Surface (C-ERL-RSS) mentioned in
Table 3.1 along with comparative analysis of their behavior with changing surface po-
sition from the equilibrium point is shown in Figure 3.1, which strongly advocates the
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Table 3.1: Reaching Laws with parametric values

Reaching Law Parameters
o = 0.6, = 10
ERL[253] | $= —%} sign(S) 7 4
L (r(—y)eelS] G=2,0=2
v =0.6,p =10
- ': _— G ) — —
Cos-ERLI] | 5=| (v+<1—w>e*¢‘S‘“’coswﬂsm] sign(S) G=2¢=2
B =85
T oasr 7=03,0=0.1
FPRRL[2] | $= —M,S‘} sign(S) oo
v =0.6,p =10
([ eI : PN
PRERL[12] | 5= W(l_wﬂ‘sd sign(S) G=2¢=2
7=0.3
v =0.6,p=10
([ req_ Gl , PN
EERL[14] | $=|—KS — 9Ol sign(s) G=2¢=2,
K = 200
p q v =0.6,p =10
ropose . e als)| ‘
$=[110y + (1 = )eAst - ol sign(9) | G =26 =2,
C-ERL-RSS (r+(1=y)e=#I51cos(8(]S))) ;
=85

proposed law’s effective and adaptive characteristics. It can be seen that when the surface
is at S = 2 far away from S = 0 on the x-axis, at this point magnitude of the control
gain on the y-axis must be higher to ensure robustness. At the same time, it is clear from
the graph of Figure 3.1 that the value of magnitude of gains for ERL [253], Cos-ERL [1],
PRERL [12] and EERL [14] are lesser than the value of gain of proposed C-ERL-RSS.
Thus ensuring robustness of the proposed reaching law. Though, the value of gain of
FPRRL[2] at S = 2 is a bit higher than the proposed reaching law, thus achieving fast
response at higher surface value. However, the FPRRL[2] fails to lower it’s gain value at
a higher pace towards the S = 0, thus causing extremely higher chattering. Moreover, as
the surface moves to the left of the graph, towards the equilibrium point i-e S = 0, the
value of the magnitude of gain shall be reduced respectively. However, from the graph it
is evident that gain magnitude for ERL [253] and Cos-ERL[1] is constant till S = 0.7, fur-
ther to the left on the graph value of gain magnitude reduced to 2 at S = 0. This high level
of gain magnitude at S = 0 results in high chattering. The behavior of EERL [14] and
PRERL[12] is improved in comparison to ERL [253] and Cos-ERL[1] in terms of chat-
tering reduction and fast response. However, in the case of the proposed C-ERL-RSS,
the value of gain magnitude at S = 2 is higher that ERL [253], Cos-ERL[1], EERL[14],
PRERL[12], thus ensuring robustness. The value of gain for proposed C-ERL-RSS near
to the equilibrium point S = 0 is less than all the other reaching laws, thus ensuring
extreme chattering reduction. Therefore, the proposed C-ERL-RSS can achieve high ro-
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bustness with extremely reduced chattering along the sliding surface, S = 0. Comparative
analysis summary based on robustness and chattering effect is shown in Table 3.2.

Table 3.2: Comparison of reaching laws in terms of robustness and chattering.

Reaching Law | Robustness | Chattering

ERL[253] Low High
Cos-ERL[1] Low High
EERL][14] Moderate Moderate

PRERL[12] Moderate Moderate

FPRRL[2] High High
Proposed )

High Low
C-ERL-RSS

The reaching law proposed here and reaching laws proposed in [1] and [2] are tested
on a second-order system described in Equation 3.1 with the same values of parameters
shown in Table 3.1 to examine and analyze the trade-off between tracking time and chat-
tering along the sliding surface at high and low values of gain.
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Figure 3.2: Tradeoff-tracking time vs chattering for Cos-ERL[1] with low value of gain.

Another significant aspect in assessing the performance of the reaching law is its
examination across varying gain values to scrutinize the balance between chattering and
tracking time [254],[255]. This study specifically chooses extreme high and low gain val-
ues to explore the trade-off dynamics between reaching time and chattering. The tracking
time and chattering response of reaching law proposed in [1] are shown in Figure 3.2
and Figure 3.3 at low and high gain values, respectively. It can be observed from Figure
3.2 that at a low gain value of 50, the tracking time is 0.36sec with a chattering of 0.2v.
However, in Figure 3.3, at a high gain value of 5000, the tracking time is extremely re-
duced to 0.045sec with a high rise in the chattering of 1.62v, which is very undesirable.
On the other hand if we observe the behavior of FPRRL [2] under low and high gain
shown in Figure 3.4 and Figure 3.5, respectively. It can be observed that the chattering
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Figure 3.3: Tradeoff-tracking time vs chattering for Cos-ERL[1] with high value of gain.

Zoomed View

——

Surface
=

1
4 5
Timg {sac)

U]

25
Time (sec)

45

Figure 3.4: Tradeoff-tracking time vs chattering for FPRRL[2] with low value of gain.
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Figure 3.5: Tradeoff-tracking time vs chattering for FPRRL[2] with high value of gain.

is considerably reduced in Figure 3.4, while the overshoot of 0.35v occurs which leads
to high reaching time of 0.45sec. Moreover, there is a steady state error along the sur-
face and zero crossing does’t take place after 0.45sec. Moreover, if we observe behavior
under high gain value in Figure 3.5, the noticeable increase in chattering takes place and
overshoot still occurs that leads to just improved tracking time of 0.2sec. The chattering
with overshoot and steady state error with low value of gain is undesirable. However, the
response of the proposed reaching law C-ERL-RSS is shown in Figure 3.6 and Figure 3.7
at low and high gain values, respectively. In Figure 3.6 tracking time of 0.4sec is achieved
with a chattering of 0.05v at a low gain value of 50. While at a high gain value of 5000,
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Figure 3.6: Trade-off-tracking time vs chattering for proposed C-ERL-RSS with low
value of gain.
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Figure 3.7: Trade-off—tracking time vs chattering for proposed C-ERL-RSS with high
value of gain.

tremendous improvement in tracking time can be observed in Figure 3.7 i.e. tracking
time is reduced to 0.031sec. At the same time, a slight increase in the chattering of 0.45v
is observed. The proposed C-ERL-RSS has shown 400% better robustness with 2.34%
less chattering than the Cos-ERL reaching law [1]. Thus, the proposed reaching law has
proven its capability of assuring robustness with minimum chattering along the sliding
surface

3.1 Proposed C-ERL-RSS SMC for single phase VSI

In this section, a novel SMC technique based on C-ERL-RSS is designed for single
phase VSIs. The section commences by delving into a conversation regarding the mod-
eling and design of a single phase VSI. Next, the proposed C-ERL technique is designed
and implemented on MATLAB/Simulink platform. The performance of the proposed
technique is then evaluated under extreme conditions and compared with state-of-the-art
SMC techniques. The behavior of the proposed C-ERL-RSS technique is also analyzed
through hardware implementation on MicroLabBox dSPACE 1202. The findings of this
section offer valuable insights into the potential of the proposed technique to improve the
reliability of VSIs.
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Table 3.3: Comparison of Proposed C-ERL-RSS With Cos-ERL[1] and FPRRL[2]

Reaching Proposed
Cos-ERL][1] FPRRL]2]
Law C-ERL-RSS
Tracking . Tracking . Tracking .
Parameter Chattering Chattering Chattering
Time Time Time
Gain=50 0.36sec 0.2v 0.45sec 0.001v 0.4sec 0.05v
Gain=5000 | 0.045sec | 1.62v 0.2sec 0.05v 0.031sec | 0.5v
800% 12.34% 225% 50% 1212% 10%
Effect
Reduced | Increased Reduced | Increased Reduced | Increased

+

T: 15

T T-lﬁ

Figure 3.8: Single phase Voltage Source Inverters(VSIs).

3.1.1 System Modeling

The single-phase VSI is shown in Figure 3.8. The system’s operation can be de-
scribed by the following set of state space equations:

d v 0 1/C| |v 0 —i9/C
Rl ) / 4 T (3.12)
dt |, ~1/L 0 | |ig vs/L 0

where, u is the control input.
The output voltage error and its derivatives can be defined as:

T1 =1 — U (3.13)

where vj is the derivative of a reference voltage selected as v = V;,,sin(wt). The dynam-
ics of a system can be represented in the subsequent state space configuration:

= + u+ (3.15)
jfg —]_/L 0 T9 ’US/LO D(t)
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Where, disturbance term D(¢) is given as:

D(t) = | . (3.16)

O

-

I's

DRIVER SMC with Proposed C-ERL-RSS

Figure 3.9: Block diagram of single phase VSI with proposed C-ERL-RSS.
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Figure 3.10: SMC with proposed C-ERL-RSS.

3.1.2 Proposed SMC with C-ERL-RSS

The sliding surface equation for a given system is given as:
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Where,
za(t) = (1) (3.18)

Substituting equation 3.13 and equation 3.14 in equation 3.17

S = Mo — v) + (%C —3) (3.19)
S = Niy(t) + @1 (t) (3.20)

Substituting equation 3.6 in equation 3.20

el 6(5) -
Sl e e eos(as |

where, 0 < v < 1,0 > 0,90 > 0,8 > 0, > 0,G > 0 and &1 (t) = @o(t).
In order to achieve RSS, the value of sliding surface coefficient A\ is set by using time-
varying slope of a sliding surface. Hence, varying values of A\ can be attained during
both steady-state and transient operations. In [4], it is demonstrated that a sliding surface
with a time-varying slope A can be rotated in the phase plane under changing loads. It is
noteworthy that in the case of a single-phase VSI, a higher value of ) is employed during
transients caused by load variations to facilitate faster voltage convergence. However,
during steady-state, the value of \ returns to its initial value and remains constant. This
dynamic characteristic of a time-varying slope can be achieved simply by utilizing a first-
order function based on the error variables of the system. Consequently, the function
described in [225], which employs SIFLC rules with the magnitude of the error applied,
is utilized to achieve the RSS:

A= —045X,+0.5

Where,
Xa(t) = | X1 (t)|—Xa(t) (3.21)

Thus, the control function in equation 3.15 with proposed reaching law can be described
as equation 3.22 and equation 3.23:

ol G(S) e
1610 e ey ) = Y0
1 Vs
b Teial VR el
(3.22)
U :LC e els? [G(5)] sign
=7 (['S'(”“ 7 <v+<1—we—w'S'%os(msr»} on(3)

1
—)\il()—f—ﬁxl() D
(3.23)
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3.2 Proposed C-ERL-RSS SMC for three phase VSI

The proposed control system design with H-bridge circuit topology for three phase
VSI is shown in Figure 3.11. The filter inductor, capacitor, and inductor’s parasitic re-
sistance is represented as L, C', and r, respectively. The input DC voltage from the DC
source and three phase load connected at output is shown as Vs and Z , respectively. Con-
trol feedback variables of interest are the voltage across capacitor and current through the
filter capacitor, which are shown as Vi.(us) and i.(ayc) , respectively. The control scheme
of the proposed law was designed in a stationary («, (3 ) reference frame.

Sap pr SCP
vs | [ 3 I: 3 ::; L R
2 T B i i M for
Va4 a m ‘/bn
0t b o Ven
vl Sml Sl Sef° il
] g g K TIT (& LY
m -1 - 1 ~f ¢ T T T 5
i L =
('(1'(/ i
o $6 Proposed SMC i 7 .
C-ERL-RSS for 3 Phase VSI cak 2 be ‘_I
SPWM Composi Rotati Ll i
Modulation R ‘pfll:w Slidil(:gs:rgface ‘VQ"E(;”_ <8 (XB "
3 Exponential .
:l Function tfﬁr.; Vm||,4
GB ower S i
e power 4= RSS L v, abc iﬂ lVabc
Difference =
Function V/;,,E V/;n

Figure 3.11: Three phase VSI with the proposed reaching law based SMC.

3.2.1 System Modeling

Applying energy conservation laws (KVL/KCL) on the circuit shown in 3.11, the
following equalities can be deduced:

( . . .

Can =1cy;, J=a, b,C

LiLj+TiLjZUj0—an—Uno; Unyg =0

. . Vin

iy =ic; + 3 (3.24)

Vjo = Ujn T Uno
Ly _ NTVin _

IR

where each phase is represented by j = a,b,c. The capacitor voltage and current are

represented by v;,, and ic; , respectively. In order to decouple the abc axes, abc is trans-
formed into a stationary af reference frame coordinate system. The following is the

0 FEnergy conservation Laws

abc~a transformation matrix [256]:

=

—_

(3.25)

Wl N

Tabcwa B =

e}
wla o
SIS e
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The state space equation for three phase VSI with state variables vy, and iy in the sta-
tionary o3 reference frame can be derived as:

Okn Vkn

=4 +Buy+D; k=a,p (3.26)
Lok Lok

where u;, represents the control input and after simplifying 3.24, matrices A and B are
derived as:

0 % 0
A= 2 and B = (3.27)

1 \%
—(zz+1) —ar

it
Z;L
Ukn,
Representing state variables |: ‘ by x , 3.24 can be simplified as:
LCk

& = Ax + Buy + D (3.28)

Thus equation 3.28 represents the state space model of the system that is same for both
axes, moreover, the following control design is valid to apply on any axes. In previous
studies such as Liu et al. [257], Mozayan et al. [14], and Shen et al. [258], a second-order
SMC with intelligent modifications was proposed for a three-phase nonlinear system.
Following a similar approach, a second-order SMC can be designed for a three-phase
VSI with a nonlinear load.

3.2.2 Proposed SMC with C-ERL and RSS

Taking into account the properties of a three-phase voltage VSI, the capacitor cur-
rent serves as a dependable indicator of variations in the output voltage. Consequently,
the capacitor current and voltage errors are selected as state variables, offering an optimal
foundation for designing control systems that target voltage regulation. The connection
between the voltage error and capacitor current can be expressed in the following manner:

e
e=tpp—a=| (3.29)
€2
€1 = VUkref — Vkn (330)
. . 1.
€2 = ickres — lck = €1 (3.31)
Vare voSsin(wt
Tarer = | T =] (wt) (3.32)
iCaref wvgcos(wt)
Vgre vosin(wt — 90°
toer=| =" ( ) (3.33)
iCBref wugcos(wt — 90°)
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where 1} is the amplitude of the required output voltage and w is the angular frequency.
From 3.29— 3.31, state space form 3.28 can be represented as:

¢ =Ae+ Bup+ D (3.34)

where D(t) is the disturbance term derived as a similar disturbance matrix D for the three
phase VSI derived in [13]:

0
D(t) = | (3.35)
Cbkref + Uk;:f + _Ukief

In SMC, two operational modes are typically observed: the sliding mode and the reaching
mode. The reaching law is employed in the reaching mode to expedite the system state’s
convergence to the sliding surface. Therefore, an effective reaching law that considers the
gap between the system states and the sliding surface is essential for ensuring stability, as
will be discussed later in this paper. When the system states align with the sliding surface,
it indicates that the system has transitioned into the sliding mode of operation. Within the
sliding mode, robustness is assured, and the dynamics of the three-phase VSI can be
described using 3.28. An equivalent control law is applied to direct the system states
along the sliding surface. However, due to the switching frequency constraint specific to
a three-phase VSI, the system states exhibit a zigzag movement along the sliding surface,
ultimately leading to chattering. Alongside the stability achieved in the sliding mode and
the robustness achieved in the reaching phase, the steady-state and dynamic performance
of the system can only be optimized by considering both the reaching law and the selection
of the sliding surface. Hence, both the reaching law and sliding surface simultaneously
contribute to enhancing the performance of the SMC.

Therefore, in order to design a SMC for three phase VSIs, the following are the two
most important parameters of interest:

Appropriate sliding surface selection is ranked among the foremost vital concerns
to address. Normally, the sliding surface corresponds to a linear combination of state
variables and can be denoted as:

S = [)\ 1} U oCe: A>0 (3.36)

€9

where, A is the coefficient of the sliding surface. The dynamic behavior of the sliding
surface 3.36, in the absence of external disturbances on a surface, can be shown as:

Sa == /\ela + €20 — )\ela + éla =0 (337)

Sﬁ = /\615 + ey = )\615 +é13=0 (3.38)

In the phase plane (ejez) , S = 0 represents a sliding line passing through the origin
having slope of \.
élaﬂ - _)\elaﬁ (339)
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First order equation 3.39 can be solved to express the output voltage error as:
€108 = €1a8(0)e ;A >0 (3.40)

Strictly positive real value of A ensures asymptotic stability. With this, the significance
of \ is well proven. Thus, the optimal value of A can easily be determined, which de-
pends upon the system state variables €1, and e, .The single input fuzzy logic (SI-
FLC) adopted by Komurkugil in [225] for a single phase VSI was modified with minor
adjustments to make it viable to apply on three phase VSI. Therefore, the following linear
function is used to rotate the surface with changing state space variables:

A (t) = —0.45E40(t) + 0.5 (3.41)

Mg (t) = —0.45E45(t) + 0.5 (3.42)

where A, (t) and A\’ (¢) are the rotating sliding coefficient for the « and /3 stationary
frame, respectively, and

Eia(t) = |Braw|—|En(t));  Eia(t) = Kieia A Bz = Koea, (3.43)

Ea5(t) = |Big|—|Bas(t);  Eip(t) = Kieip A Eag = Kaeag (3.44)

where K and K2 are the scaling gains. Based on this, the equation for the sliding surface
can be adapted to the form of a rotating sliding surface equation, which can be represented
as follows:

So = A (t)e1n + €20 =0 (3.45)
Sg = )\BR(t)elg + €95 = 0 (3.46)

For simplicity, let us take S = Sy, €1 = €143 , €2 = €245 and A\ = /\aﬂR. Thus, taking
the derivative of sliding surface we get following relation:

S=A+ey=E\+¢é; (3.47)
using 3.34,
. (r+Z) 1 r V.,
S=K 7T e1 (ZC' + L)eg QLUk (3.48)

From 3.5 , the C-ERL can be described as:

|G(5)]
(v + (1 = y)e#¥%cos(B(]5))

where, 0 < v < 1,0 > 0,0 > 0,8 > 0,\ > 0and G > 0.Equating 3.48 and 3.49 , we
get following relation:

S = {|S!(7 + (1 —q)e S — ] sign(S)  (3.49)

— e elsI® _ G(9)) sign(S) =
1810+ = T e ) (3.50)
€1 71 €1 70 L €2 QLUk
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Rearranging,

Uy = 2L — e IS G(9)) sign
’“ VJ['S'”*“ 7 (’H(1—7)6‘@S¢008(6(!S|))} gn(3)
et Do (s The)
(3.51)

The control input for the stationary frame can be segregated as 3.52 and 3.53:

Uy = 2L e~eIsI? IG(S)] sign
o=+ e e ey
_él"‘AjL%eW(zlc L)eza)
(3.52)
U :—% — y)eelsI? G(9)] s1gn
s VQ({'S”*“ 7 <v+<1—w>ewlswcos(ﬁdsm} an(S)
—é15>\+ (T;LZ)el _'_(ZlC T)€25>
(3.53)

3.3 Summary

Due to its remarkable dynamic response, ease of implementation and robust be-
havior, SMC has gained widespread adoption and has been extensively studied for con-
trolling VSIs. However, despite its numerous advantages, SMC still encounters certain
challenges. These include inaccuracies within the control loop and the switching fre-
quency that changes over time in VSI applications, which are caused by chattering along
the sliding surface. Chattering occurs due to the inherent discontinuous control applied
to the system, which aims to drive the system states towards the sliding surface within a
finite time. The design of the reaching law in the control scheme plays a critical role in
minimizing the chattering effect while ensuring the shortest possible reaching time.

Despite numerous scholarly works that focus on individual components of SMC for
specific VSI systems, such as the sliding surface or a reaching law, there are several con-
straints associated with previously proposed SMCs. These constraints include a high level
of chattering with a slow transient response, and vice versa. Similarly, voltage regulation
and %THD are compromised when both sliding surface and reaching law techniques are
not addressed simultaneously. Therefore, the level of sensitivity associated with today’s
VSIs based systems, demands the development of a more efficient SMC comprising state-
of-the-art reaching law with optimal sliding surface to ensure an improved convergence
rate, enhanced robustness of a system with a reduced level of chattering, and % THD.
Thus, a comprehensive approach to design SMC is necessary to achieve optimal perfor-
mance in VSI systems.

Following which, a composite Exponential Reaching Law integrated with Rotat-
ing Sliding Surface (C-ERL-RSS) SMC technique for VSI systems is introduced. The
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proposed technique C-ERL-RSS, addresses the challenges associated with variable load
conditions and aims to enhance the system’s robustness and reliability. It combines a RSS
selection mechanism for sliding surface design and a composite reaching law, C-ERL-
RSS, that intelligently adjusts the gain values based on the distance of the state variable
from the sliding surface. The proposed technique is validated through stability analysis,
which confirms its effectiveness in achieving robustness against load variations. Com-
parative analysis against other state-of-the-art reaching laws demonstrates its potential
for improved efficiency and performance. Moreover, C-ERL-RSS SMC is designed for
single phase and three phase VSIs.
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CHAPTER 4

RESULTS AND ANALYSIS

In this chapter, the proposed C-ERL-RSS SMC strategy formulated and discussed
in the preceding chapter for single and three-phase VSIs, is assessed and analyzed. The
evaluation is conducted for both single-phase and three-phase VSI configurations. The
initial section assesses the performance of single-phase and three-phase VSI models, fol-
lowed by the experimental validation of proposed SMC for VSI model in the subsequent
segment. To carry out the simulations, MATLAB Simulink serves as the platform, while
the experimental validation employs HiL setp comprising of Opal-RT and MicroLabBox
dSPACE 1202.

4.1 Performance analysis of the proposed C-ERL-RSS SMC for VSIs under disturbance
conditions

The performance of the proposed C-ERL-RSS is analysed for sigle phase and three
phase VSIs on MATLAB Simulink. Furthermore, the proposed C-ERL-RSS is validated
experimentally using HiL. setup using Opal-RT and MicroLabBox dSPACE 1202.

4.1.1 Performance Analysis of Single Phase VSI on MATLAB Simulink

The performance characteristics of the control function presented in equation 3.23
are evaluated under disturbance conditions e.g sudden load variant i.e. from full load
to no load and from no load to full load conditions. Additionally, the performance of
two other state-of-the-art control functions, namely Cos-ERL [1] and FPRRL [2], are
also assessed on the same system. A comprehensive comparative analysis is conducted
to verify the superior performance of the proposed SMC. In this section, demonstrates
the implementation of reference voltage trajectory tracking using three state-of-the art
SMCs: Cos-ERL [1], FPRRL [2], and the proposed (C-ERL-RSS). The implementations
are carried out in the Matlab/Simul-ink software for a single-phase VSI system operating
under variable load conditions i.e. no load to full load and full load to no load. A non-
linear diode rectifier load of 1kW is applied at 0.045sec to test the behavior of proposed
control scheme along with Cos-ERL[1] and FPRRL[2] under sudden load variations. The
control parameters and circuit specifications are shown in 4.1 and 4.2, respectively. In
figure 4.1, SPVSI is tested under load varying condition of full load to no load, followed
by the behavior of output voltage tracking the reference voltage is shown in figure 4.2.
Here, the Cos-ERL SMC [1] is tested and its is shown that the SMC technique performs
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just well in terms of voltage tracking and transient response, however, improvement in
voltage regulation is required. This argument can easily be verified through the zoomed
version of the same SPVSI system shown in Figure 4.3. It is observed that the Cos-ERL
SMC takes 1.43ms to track the reference voltage when system is subjected to sudden
load variation at 0.045sec. In zoomed view, prior to the load variation point at 0.045sec
Cos-ERL[1] needs improvement in terms of voltage regulation.

Likewise, the similar system tested for FPRRL SMC [2] under same load varying
conditions i.e. from full load to no load at same time of 0.045sec. Step response of
the system for voltage and current is shown in Figure 4.5 and the behavior of the output
voltage tracking the reference voltage is depicted in Figure 4.6. The transient response
and the voltage regulation can be observed from the zoomed view of the SPVSI under
FPRRL SMC [2], shown in Figure 4.7. The system under consideration exhibits a notably
slow transient response of 2ms. Additionally, the voltage regulation demonstrates better
performance when compared to Cos-ERL[1].

Table 4.1: Parameters of controllers.

Gains | Cos-ERL[1] | FPRRL[2] | Proposed C-ERL-RSS
¥ 0.6 — 0.6
© 10 — 10
02 — 02
G 500 500 500
T — 0.3 —
) — 0.1 —
0 — 0.01 —
B 85 — 85

Nevertheless, when subjected to identical operating conditions involving an abrupt
load change from full load to no load at 0.045sec, the proposed C-ERL-RSS demonstrates
favorable outcomes. This is in contrast to the performance of Cos-ERL[1] and FPRRL[2]
SMCs. The response of output voltage and current is depicted in Figure 4.9. The volt-
age tracking behavior of the identical system is illustrated in Figure 4.11, demonstrating
encouraging outcomes. To gain a more detailed understanding of the performance of the
proposed C-ERL-RSS SMC, a closer examination of voltage regulation and reference
tracking is provided in Figure 4.12. It is evident that the proposed technique exhibits ro-
bust and rapid response in tracking the reference voltage during sudden load variations. It
achieves this in just 1ms, showcasing a notably enhanced voltage regulation compared to
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the Cos-ERL][1] and FPRRL[2] SMCs.
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Figure 4.1: SPVSI output voltage and non-linear load current with Cos-ERL (Full Load
to No Load) [1].
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Figure 4.2: Voltage output reference tracking with Cos-ERL (Full Load to No Load) [1].
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Figure 4.3: Output Voltage waveform-Tracking Evolution with Cos-ERL (Full Load to
No Load Zoomed View) [1].

Likewise, the SPVSI with a non-linear rectifier load, using the same circuit param-
eters, is exposed to an abrupt load change from no load to full load conditions. This
scenario is employed to assess and evaluate the effectiveness of the FPRRL[2] and Cos-
ERL[1] SMCs, as well as the proposed C-ERL-RSS SMC. In the initial phase, the perfor-
mance of the Cos-ERL[1] technique is examined by introducing a full load to the system
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Figure 4.4: FFT analysis of output voltage with Cos-ERL[1].
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Figure 4.5: SPVSI output voltage and non-linear load current with FPRRL (Full Load to
No Load) [2].

from a no-load condition at 0.045 seconds. The transient response of this specific SMC
for both voltage and current is displayed in Figure 4.13. Also, reference voltage tracking
of said system is shown in Figure 4.14. To analyse the performance of Cos-ERL[1] SMC
for SPVSI under no load to full load condition, zoomed view of the Figure 4.14 is shown
in Figure 4.15. Which clearly shows that, it takes 5m.s to regain its reference trajectory.
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Figure 4.6: Voltage output reference tracking with FPRRL (Full Load to No Load) [2].

Similarly, following the same circumstances, the FPRRL SMC [2] is exposed to a
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Figure 4.7: Output Voltage waveform-Tracking Evolution with FPRRL (Full Load to No
Load Zoomed View) [2].
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Figure 4.8: FFT analysi of output voltage with FPRRL [2].
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Figure 4.9: SPVSI output voltage and non-linear load current with proposed C-ERL-RSS
[3] (Full Load to No Load)

scenario of transitioning from no load to full load. The behavior of the output voltage and
current under this abrupt load change is illustrated in Figure 4.16. Figure 4.17 displays
the reference voltage tracking performance of the FPRRL SMC [2]. A closer view of
this behavior is presented in Figure 4.18, where an notably slower transient response of
9ms is evident. The behavior of the proposed C-ERL-RSS SMC is similarly examined
for SPVSI under the conditions of transitioning from no load to full load. The response
of output voltage and current for the proposed SMC when subjected to a sudden load

79



Fundamental (50Hz) = 309.7 , THD= 0.23%
T T T T

Mag (% of Fundamental)
5
T
|

o 100 200 300 400 500 600 700 800 900 1000
Frequency (Hz)

Figure 4.10: FFT analysis of output voltage with CERLRSS [3].
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Figure 4.11: Voltage output reference tracking with proposed C-ERL-RSS [3] (Full Load
to No Load).
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Figure 4.12: Output Voltage waveform-Tracking Evolution with proposed C-ERL-RSS
[3] (Full Load to No Load Zoomed View)

variation at 0.045sec is illustrated in Figure 4.19. The Figure 4.20 presents the refer-
ence voltage tracking attributes of the examined system with the proposed C-ERL-RSS
SMC. Notably, the zoomed view showcased in Figure 4.21 highlights a remarkably swift
transient response of only 1.1ms. Furthermore, the proposed C-ERL-RSS SMC exhibits
significantly enhanced voltage regulation.

In addition to assessing transient response and voltage regulation, a comparative
analysis of %THD is conducted among the proposed SMC, FPRRL SMC [2], and Cos-
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Table 4.2: Circuit Specifications.

Circuit Parameter Value
Input Source DC voltage V; 465V
Reference Peak Voltage,V, 310V

Filter Inductor, L 15mH

Filter Capacitor,C' 48uF

Scaling Gain, Kz, 2x 1073

Scaling Gain, K x 2.4 x 107°

Scaling Gain, K's 30 x 10*
Non-Linear Rectifier Load 1EW

Switching Frequency[4] 21.67TkH=z

ERL [1]. Notably, FPRRL SMC [2] and Cos-ERL [1] exhibit %THD values of 0.61%
and 0.59%, respectively. Conversely, the proposed C-ERL-RSS SMC demonstrates an

exceptionally low %THD of 0.25%.
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Figure 4.13: SPVSI output voltage and non-linear load current with Cos-ERL (No Load

to Full Load) [1]

Table 4.3 shows a comprehensive analysis of four SMC techniques including the
proposed one, for SPVSI with diode rectifier non-linear load. The value of the %THD
obtained through the proposed technique is much smaller as compared to the other SMC
techniques. In addition, under load variation, output voltage starts tracking the reference
voltage without any delay. A perfect balance of tracking time and chattering along the

sliding surface is attained i-e tracking time along with chattering is considerably reduced
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Figure 4.14: Voltage output reference tracking with Cos-ERL (No Load to Full Load) [1].
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Figure 4.15: Output voltage waveform—Tracking Evolution with Cos-ERL (No Load to
Full Load Zoomed View)[1].
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Figure 4.16: Voltage output reference tracking with FPRRL (No Load to Full Load) [2].

even at a higher value of control gain. Table 4.3 shows a comprehensive analysis of four
SMC techniques for SPVSI with diode rectifier non-linear load. The %THD obtained
through the proposed technique is much smaller as compared to the other reaching law
techniques. In addition, under load variation, output voltage starts tracking the reference
voltage without any delay. A perfect balance of tracking time and chattering along the
sliding surface is attained i-e tracking time along with chattering is considerably reduced
even at a higher value of control gain. Table 4.3 shows a comprehensive analysis of
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Figure 4.17: Voltage output reference tracking with FPRRL (No Load to Full Load) [2].
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Figure 4.18: Output voltage waveform-tracking evolution with FPRRL SMC [2].
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Figure 4.19: SPVSI output voltage and non-linear load current with proposed C-ERL-
RSS [3] (No Load to Full Load).

four reaching law based SMC(s) for SPVSI with diode rectifier non-linear load. The
%THD obtained through the proposed technique is much smaller as compared to the other
reaching law techniques. In addition, under load variation, output voltage starts tracking
the reference voltage without any delay. A perfect balance of tracking time and chattering
along the sliding surface is attained i-e tracking time along with chattering is considerably
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Figure 4.20: Voltage output reference tracking with proposed C-ERL-RSS [3] (No Load
to Full Load).
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Figure 4.21: Output voltage waveform-tracking evolution with C-ERL-RSS [3]. (No
Load to Full Load).

reduced even at a higher value of control gain. Thus, gaining maximum advantage from
inherent properties of SMC like robustness.

4.1.2 Performance Analysis of Three Phase VSI on MATLAB Simulink

The performance characteristics of the proposed C-ERL-RSS SMC outlined in equa-
tions 3.52 and 3.53 are assessed in the disturbance conditions e.g. sudden load variation
i.e. from full load to no load and from no load to full load conditions. Furthermore, the
performance of three other state-of-the-art SMC functions, namely RRL [13], PRERL
[12], and EERL [14], tested and evaluated on the same system. This extensive compara-
tive analysis is carried out to confirm the superior performance of our proposed SMC ap-
proach. In this part of the dissertation, the reference tracking trajectory of output voltage
for RRL [13], PRERL [12], EERL [14], and the proposed reaching law is shown through
the implementation of three phase VSC in MATLAB/Simulink. The performance of the
aforementioned reaching laws along with the proposed reaching law was tested on three
phase VSI under a nonlinear rectifier load of 1 kW with circuit parameters and specifica-
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Table 4.3: Comparison of proposed C-ERL-RSS SMC [3] with Cos-ERL [1], FPRRL [2]
and RSS [4] SMC.

Cos-ERL-SMC [1] FPRRL-SMC [2] Proposed
Implemented with Implemented with C-ERL-RSS SMC
Category | RSS-SMC [4]
Circuit Specifications | Circuit Specifications | Implemented with
(Table 4.2) (Table 4.2) Circuit Specifications (Table 4.2)
%THD 2.66% 0.59% 0.61% 0.25%
Voltage
98.35% 99.45% 99.15% 99.9%
Regulation
Tracking Time Low 5ms 9ms 1.1ms
Chattering Low Low Low Very Low
Robustness Good Good Good Best
Steady-State
Good Good Good Best
Response

tions shown in Table 4.4. The diode bridge rectifier or DIAC/TRIAC controlled bridge
rectifier is regarded as a non-linear load, and the characteristics of the load current are
contingent upon the type of component (resistive/inductive) connected at the rectifier’s
output. In the study conducted by Komurcugil et al. [4], a rectifier was employed as a
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Figure 4.22: (a) PRERL][12], output voltage-reference tracking trajectory and voltage reg-
ulation. (b) PRERL[12], load current-step response under no load to full load condition.

nonlinear load with a resistor at its output, resulting in a sinusoidal output current wave-
form. Conversely, in the study by [35], a rectifier with an inductor at the output was used,
leading to a distorted output current waveform. In our proposed approach, we utilized
a diode bridge rectifier followed by a resistor as the nonlinear load for testing the SMC
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on a three-phase VSC, which resulted as required output current. Having said this, since
the load is a rectifier, the load current witnesses zero crossover distortion. In our case, its
value is very low, which one can observe as a zoomed view of the current wave form. 4.22
shows the reference tracking trajectory of the output voltage and current response, respec-
tively, from no load to full load condition at 0.025s.1t is evident from 4.22 that the output
voltage started to track the reference voltage at 4ms under no load condition. Moreover,
there was a compromised voltage regulation beyond 4ms. Similarly, the transient time
was observed as 3.5ms when the load was applied at 0.025ms.
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Figure 4.23: (a) RRL[13], output voltage-reference tracking trajectory and voltage regu-
lation. (b) RRL[13], load current-step response under no load to full load condition.

Likewise, the performance of the RRL [13] based SMC under aforementioned
conditions is shown in 4.23. The reference tracking time under no load condition was
not very encouraging as the output started at the following reference voltage at 7ms with
more compromised voltage regulation and comparatively slow transient response of Sms.
However, the response of EERL[14] based SMC, as shown in 4.24 is quite encouraging
in terms of the reduced reference tracking time under the no load condition as well as
the fast transient response observed. In 4.24, the reference tracking and transient time
were observed as 2.5ms and 2ms, respectively. Additionally, a better reference voltage
tracking led to improved voltage regulation compared to RRL[13] and PRERL[12]. The
performance of the proposed C-ERL-RSS SMC under predefined conditions for voltage
regulation and trajectory tracking is shown in 4.25. An enormous reduction in reference
tracking time of 0.08ms was achieved with an extremely fast transient response of 0.05ms
at 0.025s. Similarly, the prescribed system is tested for load disturbance condition of full
load to no load at 0.025sec. In Figure 4.26, the behavior of the system under PRERL SMC
[12] is shown. In first part of the Figure reference voltage tracking of the output voltage
is presented. It is shown that the three phase VSI with PRERL SMC [12] has the voltage
tracking time and transient time of 4ms and Sms, respectively. The three phase VSI is
also tested to analyse the performance of RRL[13] under load disturbance condition of
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Figure 4.24: (a) EERL[14], output voltage-reference tracking trajectory and voltage reg-
ulation. (b) EERL[14], load current-step response under no load to full load condition.
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Figure 4.25: (a) Proposed C-ERL-RSS, output voltage-reference tracking trajectory and
voltage regulation. (b) Proposed C-ERL-RSS, load current-step response under no load
to full load condition [15].

full load to no load applied at 0.025sec. In first part of the Figure , the reference tracking
of the output voltage is presented, followed by the current waveform in the second part.
It is shown in the Figure the RRL has the tracking time of 7ms and transient time of
6.5ms. Similarly, the behavior of the three phase VSI with EERL[14] control mechanism
is presented in Figure . Voltage reference tracking followed by the current waveform in
shown in first and second part of the Figure , respectively. It is quite evident that the
tracking time consumed by the system under the control of EERL[14] is 2.5ms with the
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Figure 4.26: (a) PRERL[12], output voltage-reference tracking trajectory and voltage reg-
ulation. (b) PRERL[12], load current-step response under full load to no load condition.
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Figure 4.27: (a) RRL[13], output voltage-reference tracking trajectory and voltage regu-
lation. (b) RRL[13], load current-step response under full load to no load condition.

transient response at sudden load variation is 4ms. The performance of the proposed
C-ERL-RSS under a load disturbance condition, transitioning from full load to no load,
for the same three-phase VSI is depicted in Figure . The performance of this proposed
method is notably impressive, achieving a tracking time of 0.08 ms and a transient time
of 0.23 ms. This robust behavior of the C-ERL-RSS SMC surpasses the performance of
the other state-of-the-art techniques mentioned previously. It is worth mentioning here
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Figure 4.28: (a) EERL[14], output voltage-reference tracking trajectory and voltage reg-
ulation. (b) EERL[14], load current-step response under full load to no load condition.

that other techniques exhibit higher steady-state errors, resulting in significantly weaker
voltage regulation. In contrast, the proposed C-ERL-RSS technique displays minimal

steady-state error, thereby ensuring enhanced voltage regulation.
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Figure 4.29: (a) Proposed C-ERL-RSS, output voltage-reference tracking trajectory and
voltage regulation. (b) Proposed C-ERL-RSS, load current-step response under full load

to no load condition [15].

A tremendous improvement in voltage regulation under no load and full load and
full load to no load conditions was observed with an extremely low %THD of 1.1%.
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Therefore, the proposed SMC with C-ERL and RSS has shown remarkable results to make
it the most viable option to be used applications to handle critical loads. A summary of the

Table 4.4: Circuit Specifications for three phase.

Circuit Parameter Value
Input Source DC voltage from battery,V 500V
Reference Voltage,Viars 220V

Filter Inductor, L 5.4mH
Filter Capacitor,C' 30uF

Scaling Gain, K, 221073

Scaling Gain, K, 2.42107°

Non-Linear Rectifier Load,”Z 1EW
Switching Frequency, fg [259] 9kH =z
Fundamental Frequency, f 50H,

results of the comparative analysis obtained through the implementation of PRERL[12],
RRL[13], EERL[14], and the proposed composite reaching law along with other state-
of-the-art reaching laws based SMC results obtained from a similar system are shown in
4.5. It can be deduced from Table 4 that the proposed composite reaching law based SMC
had extremely resilient behavior against sudden load variations. Moreover, a phenomenal
reduction in % THD with a high level of voltage regulation makes the proposed composite
reaching law the best among the other reaching laws.

4.1.3 Experimental validation of proposed C-ERL-RSS for VSI on Hardware in Loop (HiL)
setup

To demonstrate the competency and authenticity of proposed C-ERL-RSS based
SMC for SPVSI system, a proposed control strategy is implemented through a Hardware
in Loop (HiL) setup coprising of Opal-RT 4200 and microLabBox dSPACE-1202 with
DC input voltage of Vs = 500V, reference peak value of Vm = 100V, filter inductor L =
5.4mH, and capacitor C = 48uF, shown in 4.30. Value of K is selected as 30 x 104 and
values of other scaling gains K, and K, are selected as 2.4 x 10~ and 30 x 10, re-
spectively. Thus, for the purpose of experimental validation, the parametric values remain
unchanged from those designed for performance analysis in MATLAB Simulink. The per-
formance of the proposed C-ERL-RSS SMC was evaluated for a single-phase VSI HiL
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Table 4.5: Comparison of the proposed composite reaching law with other state-of-the art

reaching laws.

Propodsed
PRERL[12] RRL[13] EERL[14]
C-ERL-RSS
Implemented | Implemented | Implemented
SMC | SMC | TSMC Implemented
Parameters with Circuit with Circuit with Circuit
[260] | [261] | [262] with Circuit
Specifications | Specifications | Specifications
Specifications
(Table 4.4) (Table 4.4) (Table 4.4)
(Table 4.4)
Input, Vp (V) 360 | 250 250 500 500 500 500
Ref, Vras(V) 220 | 110 110 220 220 220 220
Output, Vgus(V) - - - 218 217 2184 219.63
fswitching (KHZ) 15 10 20 09 09 09 09
% THD 1.7% | 1.6% | 5.1% 2.3% 3.2% 1.8% 1.1%
% Voltage
- - - 99.09% 98.63% 99.27% 99.83%
Regulation
Robustness - - - Good Good Better Best
Tracking Time(ms) - - - 4 7 2.5 0.08
Transient Time(ms) | 0.5 2 2 3.5 5 2 0.05

Figure 4.30: Experimental setup: Hardware in Loop (HiL) comprising Opal-RT 4200 and
microLabBox dSPACE 1202 .

setup under various disturbance conditions. One such condition involved a sudden refer-
ence voltage variation from 200V to 100V at 6.23 seconds as shown in Figure 4.31. The
proposed SMC demonstrated highly promising behavior, achieving a voltage regulation of
99.8% with a transient response time of just 0.4632 seconds. Furthermore, the proposed
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Figure 4.31: Response of the proposed C-ERL-RSS for sudden voltage reference variation
from 200v to 100v

C-ERL-RSS SMC for the VSI was subjected to load disturbances ranging from full load
to no load at 4.59 seconds, as depicted in Figure 4.32. The response of the proposed SMC
was exceptionally promising in terms of both voltage regulation and transient response.
Specifically, the system achieved an impressive voltage regulation of 99.8%, with a THD
of just 3.32%. This demonstrates the robustness and effectiveness of the proposed control
method in maintaining high-quality power output even under significant load variations.
Likewise, the proposed C-ERL-RSS SMC for the VSI was tested under load disturbances,

%Voltage Regulation: 99.8% %THD: 3.32%
100 '- A f A F" .r Ih 'l |‘l'“- A | ' A ' i i
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Figure 4.32: Response of the proposed C-ERL-RSS for load disturbance of full load to
no load at 4.59 sec.

transitioning from no load to full load at 1.195 seconds, as illustrated in Figure 4.33. The
results were exceptionally promising, demonstrating both outstanding voltage regulation
and transient response. Specifically, the system achieved an impressive voltage regula-
tion of 99.8% and a THD of just 3.32%. These results underscore the robustness and
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efficiency of the proposed control method in maintaining high-quality power output even
under substantial load variations. The performance analysis of the proposed C-ERL-RSS
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Figure 4.33: Response of the proposed C-ERL-RSS for load disturbance of no load to full
load at 1.195 sec

SMC for VSIs, along with experimental validation, demonstrates the effectiveness of the
proposed SMC for VSIs under disturbance conditions.

4.2 Performance analysis of optimal surface selection

In this section, the performance analysis for sliding surface selection mechanisms
aimed at achieving stability and a fast convergence rate for single-phase and three-phase
VSIs is conducted. Furthermore, a comparative analysis is presented, which includes cos-
ERL [1] and FPRRL [2], along with the proposed C-ERL-RSS, all evaluated on the same
single-phase VSI system. This is followed by a comparative analysis of the performance
of surface selection methods, including PRERL [12], RRL [13], and EERL [14], along
with the proposed C-ERL-RSS for three-phase VSIs.

4.2.1 Surface selection analysis for Single Phase VSI

The surface selection behaviour of cos-ERL [1] for single phase VSI is shown in
Figure 4.34, and Figure 4.35 for no load to full load and full load to no load disturbance
conditions, respectively. It can be observed from Figure 4.34 and Figure 4.35 that the
zoomed view of surface behaviour is shown at three different points i.e. at 0.045sec
when load disturbance takes place, after disturbance and before disturbance. Stability is
witnessed to be a compromised before disturbance and after the disturbance , moreover,
during disturbance it takes Sms and 1.43ms to converge to the stable surface for no load
to full load and full load to no load conditions, shown in Figure 4.34 and Figure 4.35,
respectively.

Likewise, the surface selection behaviour for FPRRL [2] on the same single phase
VSI is shown in Figure 4.36 and Figure 4.37 for load disturbance conditions of no load
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Figure 4.34: Surface selection analysis for cos-ERL [1] (No Load to Full Load).
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Figure 4.35: Surface selection analysis for cos-ERL [1] (Full Load to No Load).

to full load and full load to no load, respectively. The stability before and after the distur-
bance point at 0.045sec is not encouraging. Similarly, it takes 9ms and 2ms to converge
to the stability condition for no load to full load and full load to no load condition shown

in 4.36 and Figure 4.37, respectively.
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Figure 4.36: Surface selection analysis for FPRRL [2] (No Load to Full Load).

94



10"

0
Zoomed View of Sliding Surface During Disturbance
2 Zoomed View of Surface " 2msec | 4
—_ . | — L
0 Before Disturbance I
g 4 - Zoomed
e o i :
£ S : View
LAPTEE of Surface
! ) " After
o . - P ~Le piturbanced
| \ \ \ R L
0 oM 0.02 0.3 0.04 0.05 0.6 007 0.8 0.09 04
Time (sec)

Figure 4.37: Surface selection analysis for FPRRL [2] (Full Load to No Load).

The analysis of the surface selection mechanism’s performance, as proposed in C-
ERL-RSS, under the same conditions, is depicted in Figure 4.38 and Figure 4.39 for
transitions from no load to full load and full load to no load, respectively. Notably, the
system exhibits highly favorable behavior in achieving stability both before and after the
disturbance conditions. Furthermore, it achieves a rapid convergence rate, namely, 1.2 ms
for the no-load to full-load transition and 1 ms for the full-load to no-load transition, as
shown in Figure 4.38 and Figure 4.39, respectively.
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Figure 4.38: Surface selection analysis for proposed C-ERL-RSS (No Load to Full Load).

4.2.2 Surface selection analysis for Three Phase VSI

In this section, performance analysis for the surface selection of PRERL [12], RRL
[13], and EERL [14], along with the proposed C-ERL-RSS under load disturbance con-
dition of no load to full load and full load to no load is presented for three-phase VSIs.
It starts with the performance analysis of RRL [13] for surface selection is presented in
Figure 4.40 and Figure 4.41 for load disturbance condition of no load to full load and full
load to no load condition, respectively. It can be observed that stability is compromised
in both the cases of load disturbances along with the slow convergence rate of 8.7 ms and
9 ms, respectively.
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Figure 4.39: Surface selection analysis for proposed C-ERL-RSS (Full Load to No Load).
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Figure 4.40: Surface selection analysis for RRL [13] (No Load to Full Load).
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Figure 4.41: Surface selection analysis for RRL [13] (Full Load to No Load).

The surface selection mechanism of PRERL [12] for load disturbance conditions
no load to full load and full load to no load is depicted in Figure 4.42 and Figure

4.43, respectively. The stability attainment of the PRERL [12] needs improvement before

and after the disturbance at 0.025sec. While, convergence time of 3.1 ms and 4.7 ms is
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achieved, presented in Figure 4.42 and Figure 4.43, respectively.
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Figure 4.42: Surface selection analysis for PRERL [12] (No Load to Full Load).
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Figure 4.43: Surface selection analysis for PRERL [12] (Full Load to No Load).

the performance analysis of the surface selection for EERL [14] is presented in
Figure 4.44 and Figure 4.45 for load disturbance conditions of no load to full load and
full load to no load, respectively.

Similarly, the performance analysis of proposed C-ERL-RSS for surface selection
under load disturbance conditions of no load to full load and full load to no load is pre-
sented in Figure 4.46 and Figure 4.47, respectively. Extremely improved stability condi-
tion is achieved before and after disturbance condition along with fast convergence rate
of 2 ms and 0.23ms, respectively.

4.3 Performance analysis under input voltage disturbances

In this section, the performance of the proposed SMC is analyzed under input volt-
age disturbances. The input voltage is selected following the procedure adopted by [4],
where the input DC voltage must be 1.5 times the peak value of the output AC voltage.
Therefore, an input DC voltage of 450V is chosen to produce a peak output AC voltage
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Figure 4.44: Surface selection analysis for EERL [14] (No Load to Full Load).
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Figure 4.45: Surface selection analysis for EERL [14] (Full Load to No Load).
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Figure 4.46: Surface selection analysis for proposed C-ERL-RSS (No Load to Full Load).

of 310V. To analyze the behavior of the proposed SMC under input voltage disturbances,
the system is tested with a variable input voltage, starting at 400V, which then increases to
450V at 0.045 secs and finally reaches 500V at 0.105 secs. The variable input voltage is il-
lustrated in Figure 4.48, followed by the comparison of the output voltage behavior to the
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Figure 4.47: Surface selection analysis for proposed C-ERL-RSS (Full Load to No Load).

reference output voltage, as shown in Figure 4.49. It is observed that the proposed SMC
has shown extreme resilience to input voltage variation by ensuring voltage regulation of
99.8% and % THD of 0.29%.

Moreover, to further test the performance of the proposed SMC under extreme con-
ditions of load variation, followed by input voltage variation, the VSI system is initially
subjected to Full Load to No Load (FN) conditions at 0.045 secs, followed by No Load
to Full Load (NF) conditions at 0.105 secs. To gain better insight into the proposed SMC
response, other state-of-the-art SMCs are also tested under the same conditions. The per-
formances of the CosERL [1] SMC, FPRRL [2] SMC, and proposed C-ERL-RSS SMC
are presented in Figure 4.50, Figure 4.51, and Figure 4.52, respectively. The performance
analysis presented in Figure 4.50, Figure 4.51, and Figure 4.52 indicates that the pro-
posed C-ERL-RSS SMC has demonstrated the most impressive robust response under
variable load and input voltage conditions, along with promising voltage regulation and
low %THD. For CosERL [1] SMC, the transient response from FL to NL condition at
0.045 seconds is observed as 10 milliseconds, and from NL to FL condition at 0.105 secs,
the transient response is measured as 2 mss. Additionally, the %THD and output peak
voltage are observed as 0.77% and 308V, respectively. Similarly, FPRRL [2] shows a
transient response of 20 ms and 25 mss at 0.045 secs and 0.105 secs, respectively. In
addition to this, the %THD and output peak voltage are observed as 0.79% and 307.5V,
respectively. However, despite achieving quite impressive results in terms of robustness,
the transient response at 0.045 secs and 0.105 seconds is observed to be 1 millisecond
and 1.1 milliseconds, respectively. Moreover, a low %THD of 0.31% and an output peak
voltage of 309.2V are achieved. The detailed comparative analysis of CosERL [1] SMC,
FPRRL [2] SMC, and the proposed C-ERL-RSS for FL-NL and NL-FL conditions is pre-
sented in Table 4.6. Similarly, the proposed C-ERL-RSS SMC, along with CosERL [1]
and FPRRL [2], is also subjected to NL to FL conditions at 0.045 secs and FL to NL con-
ditions at 0.105 secs. Provided that, the VSI is also subject to input voltage disturbances
at the same instants, i.e., 0.045 secs and 0.105 secs. The performances of the proposed
C-ERL-RSS, along with CosERL [1] and FPRRL [2], are shown in Figure 4.55, Figure
4.53, and Figure 4.54, respectively. Furthermore, the proposed C-ERL-RSS, along with
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Table 4.6: Robust behavior under extreme conditions of input voltage disturbances and
load disturbances.

Transient Response at | Transient Response at
Scenario %THD | Vp (Output Peak Voltage)
0.045secs 0.105secs
CosERL [1](FL-NL-FL) 0.77 308.1V 10ms 2ms
FPRRL [2] (FL-NL-FL) 0.79 307.5 20ms 25ms
Proposed C-ERL-RSS
0.31 309.2 Ims 1.1ms
(FL-NL-FL)
CosERL [1] (NL-FL-NL) | 1.07 308.7V 2ms 0.5ms
FPRRL [2] (NL-FL-NL) 1.3 307.4 15ms 22ms
Proposed C-ERL-RSS
0.36 309.43 0.5ms 0.3ms
(NL-FL-NL)

CosERL [1] SMC and FPRRL [2] SMC, is also subjected to NL to FLL and FL to NL
conditions, along with input voltage disturbances. The transient response of CosERL [1]
SMC at 0.045 secs and 0.105 secs is observed as 2 milliseconds and 0.5 ms. Moreover, the
9%THD and output peak voltage are observed to be 1.07% and 308.7V, respectively. Like-
wise, the robust behavior of FPRRL [2] SMC is observed to be 15 milliseconds and 22
ms at 0.045 secs and 0.105 secs, respectively. However, the robustness achieved through
the proposed C-ERL-RSS SMC is quite impressive, and the transient response at 0.045
secs and 0.105 secs is observed to be 0.5 milliseconds and 0.3 mss, respectively. Also,
the low %THD of 0.36% and improved voltage regulation with an output peak voltage of
309.43V are achieved under extreme conditions of input voltage and load disturbances.
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Figure 4.48: Input Voltage with disturbances.

4.4 Performance analysis under filter and input voltage disturbances

In this section of the dissertation, the proposed C-ERL-RSS SMC is subjected under
the extreme conditions of input voltage and output load disturbances along with filter
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Figure 4.49: Output voltage behaviour under input voltage disturbances i.e. 400 V at 0-
0.045 secs, 450V at 0.045 secs to 0.105 secs and 550V at 0.105 secs to 0.15secs

disturbances of + 10% of the rated values of filter inductor and capacitor. The mechanism
adopted for testing effect of filter disturbances is driven by the idea implemented in [145]
and [263]. The proposed C-ERL-RSS SMC is tested under all possible filter disturbance
combinations. In Figure 4.59, the performance of proposed SMC under defined conditions
of 15mH inductor and 43.2uF capacitor is presented that shows little bit of increase in
%THD i.e. 0.73% with voltage regulation of 309.5V and transient time of 1.3 ms and 1.1
ms for FL to NL and NL to FL conditions. respectively. Similarly, proposed SMC is tested
at filter values of 15mH and 52.8uF, robust response is shown in Figure 4.56. Moreover,
9%THD and output peak voltage are measured as 0.52% and 309.5V,respectively. The
robust response of the proposed SMC is subjected to filter disturbances of 16.5mH and
48uF, response of which is presented in Figure 4.57. The transient responses at 0.045
secs and 0.105 secs is observed as 1.3 ms and 1.1 ms, respectively. Moreover, the %THD
and output peak voltage is measured as 0.63% and 309.6V, respectively. Furthermore, at
the load disturbance conditions of 13.5mH and 48uF, the system under proposed C-ERL-
RSS shows promising response depicted in Figure 4.58. The transient time measured
as 1.1 ms and 1 ms at 0.045 secs and 0.105 secs, resptively. Moreover the values of %
THD is observed as 0.46% and output peak voltage is witnessed as 309.6V. Subsequently,
the proposed C-ERL-RSS SMC is tested under filter values of 13.5mH and 43.2uF on
the defined conditions, presented in Figure 4.60. Slight increase in %THD of 0.58% is
observed along with output peak voltage of 309.5V and transient responses of 1.7 ms and
1 ms at 0.045 secs and 0.105 secs, respectively. Finally, the filter inductor and capacitor
with disturbances are chosen as 16.5mH and 52.8uF. %THD is observed to be 0.64%
and output peak voltage is measured as 309.5V along with transient responses of 1.1 ms
and 1.5 ms at 0.045 secs and 0.105 secs, respectively. Moreover the same scenarios of
disturbances ar measured under FL conditions, comprehensive summary of comprising
transient responses with % THD and voltage regulation is presented in Table 4.7.
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Figure 4.50: Output voltage and current behaviour of the CosERL SMC [1] under input
voltage disturbances (400V at (0-0.045secS), 450V at (0.045secs-0.105sec) and 500V at
(0.105secs-0.15secs). With FL to NL and NL to FL conditions at 0.045secs and 0.105secs,
respectively.
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(a) Output voltage and current under input voltage variation and FL-NL-FL condition
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(b) Zoom: Transient response at 0.045 secs FL-NL condition (Transient response= 20ms).
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(c) Zoom: Transient response at 0.105 secs NL-FL condition (Transient response= 25ms).

Figure 4.51: Output voltage and current behaviour of the FPRRL SMC [2] under input
voltage disturbances (400V at (0-0.045secS), 450V at (0.045secs-0.105sec) and 500V at
(0.105secs-0.15secs). With FL to NL and NL to FL conditions at 0.045secs and 0.105secs,
respectively.
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(c) Zoom: Transient response at 0.105 secs NL-FL condition (Transient response= 1.1ms).

Figure 4.52: Output voltage and current behaviour of the proposed C-ERL-RSS SMC
under input voltage disturbances (400V at (0-0.045secS), 450V at (0.045secs-0.105sec)
and 500V at (0.105secs-0.15secs). With FL to NL and NL to FL conditions at 0.045secs
and 0.105secs, respectively.

104



400

T
Vref Current]

Voutput

300
200

100

2
-100
H1-e
-200
-300 - 1-e

-400

Voltage (v)
=]
Current (i)

' 8 -14
o 0.045 0.105 0.15

Time (sec)

(a) Output voltage and current under input voltage variation and NL-FL-NL condition

400 T 14
Vref —— Voutput Current

300 dge

200
6

100 -
42

o

Voltage (v)
Current (i)

-1-2
-100 -

-1 -6
-200

-300 -1

-400

; -14
0.045

Time (sec)

(b) Zoom: Transient response at 0.045 secs NL-FL condition (Transient response= 2ms).
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(c) Zoom: Transient response at 0.105 secs FL-NL condition (Transient response= 0.5ms).
Figure 4.53: Output voltage and current behaviour of the CosERL SMC[1] under input
voltage disturbances (400V at (0-0.045secS), 450V at (0.045secs-0.105sec) and 500V at

(0.105secs-0.15secs). With NL to FL and FL to NL conditions at 0.045secs and 0.105secs,
respectively.
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Figure 4.54: Output voltage and current behaviour of the FPRRL SMC [2] under input
voltage disturbances (400V at (0-0.045secS), 450V at (0.045secs-0.105sec) and 500V at
(0.105secs-0.15secs). With NL to FL and FL to NL conditions at 0.045secs and 0.105secs,
respectively.
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Figure 4.55: Output voltage and current behaviour of the proposed C-ERL-RSS SMC
under input voltage disturbances (400V at (0-0.045secS), 450V at (0.045secs-0.105sec)
and 500V at (0.105secs-0.15secs). With NL to FL and FL to NL conditions at 0.045secs
and 0.105secs, respectively.

107



Table 4.7: Robust behavior of proposed C-ERL-RSS SMC under extreme conditions of
input voltage disturbances of 400V till 0.045 secs that changes to 450V from (0.045 secs
to 0.105 secs) and finally shifts to S00V from 0.105 secs to 0.15 secs, load disturbances
of FL to NL and NL to FL and filter inductor disturbances of 4+ 10% of rated values of

filter capacitor and inductor.

Scenario GTHD | Vp(Output Peak Voltage ) Transient Response | Transient Response Value of Value of
at 0.045 secs at 0.105 secs Filter Inductor | Filter Capacitor
C-ERL-RSS at FL 0.23 309.7V No Load Variation | No Load Variation 16.5mH 48uF
C-ERL-RSS at FL-NL-FL | 0.63 309.6V 1.3ms 1.1ms 16.5mH 48uF
C-ERL-RSS at FL 0.21 309.7V No Load Variation | No Load Variation 15mH 52.8uF
C-ERL-RSS at FL-NL-FL | 0.52 309.5V 1.2ms 1.3ms 15mH 52.8uF
C-ERL-RSS at FL 0.39 309.6V No Load Variation | No Load Variation 13.5mH 48uF
C-ERL-RSS at FL-NL-FL | 0.46 309.6V 1.1ms Ims 13.5mH 48uF
C-ERL-RSS at FL 0.43 309.6V No Load Variation | No Load Variation 15mH 43.2uF
C-ERL-RSS at FL-NL-FL | 0.73 309.5V 1.3ms 1.1ms 15mH 43.2uF
C-ERL-RSS at FL 0.39 309.6V No Load Variation | No Load Variation 13.5mH 43.2uF
C-ERL-RSS at FL-NL-FL | 0.58 309.5V 1.7ms Ims 13.5mH 43.2uF
C-ERL-RSS at FL 0.52 309.6V No Load Variation | No Load Variation 16.5mH 52.8uF
C-ERL-RSS at FL-NL-FL | 0.64 309.5V 1.1ms 1.5ms 16.5mH 52.8uF

4.5 Summary

Effectiveness of the proposed C-ERL-RSS SMC is implemented and tested on is-
landed single phase VSI system to address the needs of a susceptible systems. Through
extensive evaluations, the proposed SMC demonstrates its effectiveness in achieving lower
%THD of 0.25% with voltage regulation of 99.9% and improved dynamic response with
tracking/transient time of 1.1.ms. These results validate the advantages of the proposed
approach in fulfilling the requirements of susceptible systems, making them more reliable
and robust. The successful implementation of the proposed reaching SMC for single-
phase VSIs is attributed to the combination of intelligent gain adjustment, effective inte-
gration of functions, and the rotating sliding surface selection mechanism. Additionally,
the proposed SMC is designed for three phase VSI, to fulfill needs of high power appli-
cations. Results reveals the ability of the proposed SMC technique to provide a well-
regulated output voltage with minimal %THD of 1.1% and voltage regulation of 99.83%,
improved dynamic response with transient response time of 0.08ms, and reduced chat-
tering. Furthermore, the results are validated through comparative analysis of state-of-the
art SMCs, implemented on the same systems under extreme conditions. Furthermore, to
assess the performance of the proposed SMC technique in practical systems, experimen-
tal tests are conducted using the MicroLabBox dSPACE 1202 setup for both single-phase
and three-phase VSI. The experimental findings validate the efficiency of the proposed
SMC, showcasing fast transient response and low %THD of 1.12% and 2.1% for single
phase and three phase, respectively. These promising findings further validate the suit-
ability and robustness of the proposed SMC for real-world applications. Moreover, the
optimal behaviour of the proposed C-ERL-RSS is tested and evaluated for single phase
and three phase VSIs. Addition to this, the authenticity of the surface selection analysis
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(b) Zoom: Transient response at 0.045 secs FL-NL condition (Transient response= 1.2 ms).
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(c) Zoom: Transient response at 0.105 secs NL-FL condition (Transient response= 1.3 ms).

Figure 4.56: Output voltage and current behaviour of the proposed C-ERL-RSS SMC
under filter disturbances at rated value of 15mH of inductor and +10% of 48uF (52.8uF)
of a capacitor along with input voltage disturbances (400V at (0-0.045secS), 450V at
(0.045secs-0.105sec) and 500V at (0.105secs-0.15secs). With FL to NL and NL to FL.
conditions at 0.045secs and 0.105secs, respectively.
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(b) Zoom: Transient response at 0.045 secs FL-NL condition (Transient response= 1.3 ms).

Voltage (v)

-100 -

-200

-300 -

-400

400

Vref

Voutput Current

300

200

L
0.105

Time (sec)

14

10

6

N

Current (i)

-10

-14

(c) Zoom: Transient response at 0.105 secs NL-FL condition (Transient response= 1.1 ms).

Figure 4.57: Output voltage and current behaviour of the proposed C-ERL-RSS SMC
under filter disturbances of +10% of 15mH (16.5mH) inductor and 48uF of rated capac-
itor along with input voltage disturbances (400V at (0-0.045secS), 450V at (0.045secs-
0.105sec) and 500V at (0.105secs-0.15secs). With FL to NL and NL to FL conditions at

0.045secs and 0.105secs, respectively.
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(a) Output voltage and current under input voltage disturbances and filter disturbances of -10% of
15mH (13.5mH) inductor and rated value of 48uF of a capacitor.
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(b) Zoom: Transient response at 0.045 secs FL-NL condition (Transient response= 1.1ms).
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(c) Zoom: Transient response at 0.105 secs NL-FL condition (Transient response= 1 ms).

Figure 4.58: Output voltage and current behaviour of the proposed C-ERL-RSS SMC
under filter disturbances of -10% of 15mH (13.5mH) inductor and value of 48uF of a ca-
pacitor along with input voltage disturbances (400V at (0-0.045secS), 450V at (0.045secs-
0.105sec) and 500V at (0.105secs-0.15secs). With FL to NL and NL to FL conditions at
0.045secs and 0.105secs, respectively.

111



400

T
Vref

Voutput Current|

300

200

100

Voltage (v)
=]
Current (i)

-100

-200

-300

-400

Time (sec)

(a) Output voltage and current under input voltage disturbances and filter disturbances of 15mH
inductor and -10% of 48uF (43.2uF) of a capacitor.
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(b) Zoom: Transient response at 0.045 secs FL-NL condition (Transient response= 1.3 ms).
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(c) Zoom: Transient response at 0.105 secs NL-FL condition (Transient response= 1.1 ms).

Figure 4.59: Output voltage and current behaviour of the proposed C-ERL-RSS SMC
under filter disturbances 15mH inductor and -10% 48uF (43.2uF) of a capacitor along
with input voltage disturbances (400V at (0-0.045secS), 450V at (0.045secs-0.105sec)
and 500V at (0.105secs-0.15secs). With FL to NL and NL to FL conditions at 0.045secs
and 0.105secs, respectively.
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(a) Output voltage and current under input voltage disturbances and filter disturbances of -10% of
15mH (13.5mH) inductor and -10% of 48uF (43.2uF) of a capacitor.
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(b) Zoom: Transient response at 0.045 secs FL-NL condition (Transient response= 1.7 ms).
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(c) Zoom: Transient response at 0.105 secs NL-FL condition (Transient response= 1 ms).

Figure 4.60: Output voltage and current behaviour of the proposed C-ERL-RSS SMC
under filter disturbances -10% of 15mH inductor (13.5mH) and -10% 48uF (43.2uF)
of a capacitor along with input voltage disturbances (400V at (0-0.045secS), 450V at
(0.045secs-0.105sec) and 500V at (0.105secs-0.15secs). With FL to NL and NL to FL.
conditions at 0.045secs and 0.105secs, respectively.
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(a) Output voltage and current under input voltage disturbances and filter disturbances of +10% of
15mH (16.5mH) inductor and +10% of 48uF (52.8uF) of a capacitor.
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(b) Zoom: Transient response at 0.045 secs FL-NL condition (Transient response= 1.1 ms).
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(c) Zoom: Transient response at 0.105 secs NL-FL condition (Transient response= 1.5 ms).

Figure 4.61: Output voltage and current behaviour of the proposed C-ERL-RSS SMC
under filter disturbances +10% of 15mH (16.5mH) inductor and +10% 48uF (52.8uF)
of a capacitor along with input voltage disturbances (400V at (0-0.045secS), 450V at
(0.045secs-0.105sec) and 500V at (0.105secs-0.15secs). With FL to NL and NL to FL.
conditions at 0.045secs and 0.105secs, respectively.
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of proposed C-ERL-RSS is validated through the comparative analysis of other sliding
surface of state-of-the art SMC is also presented. In addition, the performance of the pro-
posed C-ERL-RSS SMC is assessed under input voltage disturbances, load disturbances,
and filter disturbances. To gauge the robustness of the proposed C-ERL-RSS SMC under
extreme conditions, the proposed SMC is tested under all disturbances simultaneously.
The achieved results are highly promising, affirming the robust nature of the proposed
SMC for VSIs under extreme conditions.
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CHAPTER 5

SUMMARY , CONCLUSION AND FUTURE PROSPECTS

This chapter provides a comprehensive overview of the research study that has been
conducted throughout the thesis, followed by a detailed discussion on the conclusions that
can be drawn from the research. The chapter also outlines the limitations and challenges
that were encountered during the research process. In addition, the chapter provides in-
sights into the future directions and potential research areas that can be explored based
on the findings of this study. Overall, the objective of this chapter is to offer a clear
and concise summary of the research work presented in the thesis, while highlighting its
significance and potential impact on the field.

5.1 Summary

Over the last few years, the spotlight has been cast on VSIs and its extension to
formation of AC MGs, owing to their ability to significantly enhance energy efficiency,
bolster reliability, and ensure optimal power quality. These compact power networks can
operate independently or in conjunction with the primary power grid, usually incorporat-
ing various DERs such as solar panels, wind turbines, and ESS, which collaborate to sup-
ply energy to local demands. Moreover, the importance of VSIs lies in their multifaceted
capabilities, including continuous power supply during outages, delivery of sinusoidal AC
voltage with low %THD, precise control over voltage and frequency, disturbance rejec-
tion, fast dynamic response, and fault ride through capability. Together, these features
safeguard sensitive equipment and critical operations from the adverse effects of power
interruptions, variations, and transient faults in the utility grid. To achieve these chal-
lenging tasks, various robust control approaches have been suggested to ensure stable and
reliable operation of VSIs. Robust control is a branch of control theory that deals with
systems subject to uncertainties or disturbances. In the context of VSIs, robust control
aims to provide an effective and efficient control strategy that can handle uncertainties
and disturbances to ensure stable operation and improve performance.

In the subsequent chapters, the thesis delves deeper into the topic of robust control
and specifically discusses the use of SMC as an effective technique for controlling AC
MGs. It explains the inherent characteristics of SMC, such as its excellent dynamic re-
sponse, robust behavior, and insensitivity to parametric variations. However, implement-
ing SMC for VSIs presents several challenges. Foremost among these is the chattering
phenomenon, characterized by high-frequency oscillations in the control signal, which
can stress power electronic switches and devices, leading to reduced system reliability. In
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certain applications of VSIs, uncertainties in the system dynamics, variations in load con-
ditions, and changes in the operating environment can impact the performance of SMC.
Additionally, while SMC offers robustness and fast dynamic response, it may introduce
high-frequency components in the control signal, thereby affecting the power quality of
the output waveform. This introduction of high-frequency components can result in an
increased percentage of %THD in the voltage waveform, impacting the performance of
sensitive loads. Furthermore, achieving a balance between fast dynamic response and low
overshoot during transient conditions is a challenge in SMC. Rapid changes in the load
may lead to aggressive control actions, resulting in overshooting or undershooting of the
desired voltage output. Last but not least, the implementation of SMC in VSIs can be
complex, particularly in real-time applications. Designing and tuning the sliding surface,
reaching law, and control gains requires a deep understanding of the system dynamics.

To address these challenges, the thesis proposes an improved SMC technique that
comprises state-of-the-art C-ERL reaching law and optimal sliding surface RSS. This
technique is designed to ensure improved convergence rate, enhanced robustness of the
system with a reduced level of chattering, and low %THD. The C-ERL with RSS is tested
on a second-order system to observe its behavior and achieve an optimal balance be-
tween robustness and chattering along the sliding surface. Comparative analysis with
other state-of-the-art SMC techniques under the same conditions reveals that the pro-
posed SMC exhibits exceptional improvements in transient response. There is a remark-
able 1212% reduction in tracking time with only a 10% increase in chattering along the
surface. Moreover, the proposed SMC is implemented on MATLAB Simulink and tested
for single-phase and three-phase VSI under nonlinear load conditions. The results re-
veal that the proposed SMC has achieved an exceptionally low %THD of 0.25% with
99.9% voltage regulation and an extremely fast transient response of 1msec under ex-
treme conditions for the single-phase VSI. Similarly, the performance of the proposed
SMC for the three-phase VSI is also analyzed, indicating that it has successfully achieved
a low %THD of 1.1% with high voltage regulation of 99.83%. Additionally, the pro-
posed SMC exhibits extremely low tracking and transient times of 0.08sec and 0.05sec,
respectively. In addition to this, a real-time performance analysis of the proposed SMC
for VSI is conducted by implementing it on the HiLL setup comprising Opal-RT 4200
and MicroLabBox dSPACE 1202. The analysis, carried out under extreme conditions of
load variations, demonstrates a fast transient response with a low %THD of 0.4632 msec
and 3.2%, respectively. The dissertation encompasses stability analysis, investigating the
sliding surface of the proposed SMC when implemented on both single-phase and three-
phase VSIs. The analysis indicates that the surface(s) maintains an equilibrium value of
0. Following extreme load variations, it takes approximately Imsec and 2msec for single-
phase and three-phase VSIs, respectively, to reestablish the equilibrium position with a
relatively smooth sliding surface.

Overall, the thesis underscores the significance of robust control techniques in AC
MGs and introduces an innovative solution to tackle challenges associated with SMC.
The proposed SMC incorporates a rotating sliding surface with an optimal reaching law
approach, ensuring not only robustness and fast transient response but also minimal chat-
tering across the surface. Consequently, the proposed SMC demonstrates rapid recovery
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of the output voltage to the desired reference waveform under extreme load variations,
achieving commendable voltage regulation in steady state and a low %THD of the out-
put. This research is expected to contribute significantly to the field of power system’s
control, paving the way for the development of more efficient and reliable VSI systems in
the future.

5.2 Conclusion

This doctoral dissertation introduces an enhanced SMC technique. It involves an op-
timal sliding surface RSS combined with an adaptive reaching law C-ERL. This approach
is based on the state variable’s distance from the sliding surface. It enables fast tracking
while minimizing chattering, even at the equilibrium point. A RSS selection mechanism is
applied to achieve optimal surface based on the input and output relationship using SIFLC
and the system’s error magnitude. The proposed composite reaching law integrates expo-
nential, power, and difference functions to achieve optimal performance. Moreover, the
proposed C-ERL is designed, implemented and tested for single-phase and three-phase
VSIs under variable load conditions. The proposed SMC demonstrates remarkable effec-
tiveness, achieving low THD percentages of 0.25%, 0.36%, and 0.73% under conditions
of load disturbance, load with input voltage disturbances, and load with input voltage
and filter disturbances, respectively. Similarly, voltage regulation is measured at 99.9%,
99.81%, and 99.83% under the same respective conditions. Moreover, a fast transient
response is observed, with times of 1.1 ms, 1.1 ms, and 1.7 ms under load disturbance,
load with input voltage disturbance, and load with input voltage and filter disturbances,
respectively. The effectiveness of the proposed SMC is also verified through experimen-
tal results using HiLL setup comprising Opal-RT 4200 and MicroLabBox dSPACE 1202,
that demonstrated low %THD of 3.23% with improved dynamic response, resulting in a
well-regulated output voltage of 99.8%. These findings demonstrate the potential of the
proposed techniques to enhance the performance of VSIs under variable load conditions.

5.3 Future Prospects

The future prospects/trends of SMC for VSIs in the coming years look promising.
SMC has already gained significant attention in the power system community due to its
excellent dynamic response, robust behavior, and insensitivity to parametric variations.
However, there is still a need for future research in this field to address some of the chal-
lenges associated with SMC for VSIs, such as chattering and inaccuracy in control loops.
Therefore, following are the some future directions to be considered in the development
of SMC for VSIs and AC MGs:

i. In the context of grid feeding and grid supporting AC MGs, a major challenge lies
in the susceptibility of the system to variable load conditions, potentially leading
to reduced system reliability and performance. Given the inherent characteristics
of SMC such as extreme robustness, guaranteed stability, and fast transient and dy-
namic response, it is widely regarded as an effective solution for addressing these
challenges. Consequently, many scholarly contributions in the realm of grid feeding
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and grid supporting MGs have already employed SMC to enhance MG reliability
and sustainability. However, the proposed C-ERL-RSS SMC distinguishes itself
with exceptional performance under extreme conditions, making it a favorable op-
tion for addressing challenges related to grid-feeding and grid-supporting VSIs.
This technique ensures fast tracking and reduced chattering, even at the equilibrium
point, with a minimized %THD for grid feeding current. A RSS mechanism has
been incorporated to achieve an optimal surface based on the system’s error mag-
nitude. The proposed composite reaching law integrates exponential, power, and
difference functions, resulting in improved dynamic response with reduced % THD.
These findings underscore the potential of the proposed SMC technique with minor
modifications in its mathematical model to enhance the performance and reliabil-
ity of grid feeding and grid supporting AC MGs under variable load conditions,
making it an attractive option for future research and development in this field.

One promising prospect for forthcoming research entails the integration of the pro-
posed reaching law with other advanced control techniques, Al. This integration
could potentially result in even more efficient and intelligent control of AC MG
systems. For instance, the incorporation of Al could enable the system to learn and
adapt to changing operating conditions in real-time. Therefore, the integration of
the proposed reaching law with these advanced techniques could offer new possi-
bilities for enhancing the performance, stability, and reliability of AC MG systems.

While, proposed SMC provides efficient control strategy for AC MG systems, it
may face challenges in terms of operational and computational constraints. One
potential solution is to integrate machine learning techniques, such as Artificial
Neural Networks (ANNSs), into the control system. This approach involves train-
ing the ANN on the existing SMC design and then replacing it with the proposed
SMC. By doing so, the control system can learn from past experiences and adjust
to new situations, resulting in improved performance, adaptability, and reliability.
This could be an exciting future trend for AC microgrid control, offering a more
intelligent and sophisticated approach to system control.
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MicroLabBox

m Compact all-in-one development system for the laboratory
m More than 100 high-performance I/0 channels with easy access
m Comprehensive support for electric motor control

m Three connector panel variants available
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MicroLabBox Hardware / MicroLabBox
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MicroLabBox

Compact prototyping unit for the laboratory

Highlights

B Compact all-in-one development system

for laboratory purposes

Dual-core real-time processor at 2 GHz
User-programmable FPGA

More than 100 channels of high-performance 1/0
Dedicated electric motor control features
Ethernet and CAN bus interfaces

Easy I/0 access via integrated connector panel

Application Areas

MicroLabBox is a compact development system for the labo-
ratory that combines compact size and cost-effectiveness
with high performance and versatility. MicroLabBox lets you
set up your control, test or measurement applications quickly
and easily, and helps you turn your new control concepts
into reality. More than 100 I/O channels of different types
make MicroLabBox a versatile system that can be used
in mechatronic research and development areas, such
as robotics, medical engineering, electric drives control,
renewable energy, vehicle engineering, or aerospace.

Versatility through Connector Panel Variants
MicroLabBox is available in three connector panel variants
(p. 3-4), offering different types and/or positions of the I/0
connectors. The front panel variant provides Sub-D connec-
tors at the front to access the connectors of the MicroLabBox
when it is included in a stack of laboratory equipment or
easily switch between wire harnesses. The top panel vari-
ant is available with two different connector types and is
ideal for desk use.

Equipped with BNC and Sub-D connectors, the top panel
MicroLabBox allows easy access to the analog I/O channels
via probes that are typically used in laboratories to offer

2020

01/2020

© Copyright 2020 by dSPACE GmbH. All rights reserved.

Key Benefits

High computation power combined with very low 1/O
latencies provide great real-time performance. A program-
mable FPGA gives you a high degree of flexibility and lets
you run even extremely fast control loops, as required in
applications such as electric motor control or active noise
and vibration cancellation.

MicroLabBox is supported by a comprehensive dSPACE
software package (p. 5), including, e.g., Real-Time In-
terface (RTI) for Simulink® for model-based I/0 inte-
gration and the experiment software ControlDesk,
which provides access to the real-time application during
run time by means of graphical instruments.

high analog signal quality. Additionally, a top panel variant
with spring-cage terminal blocks, which are often used
in industrial automation, is available. This means, signal
connections can be changed very fast and conveniently
by means of a common push-in and release mechanism
of the clamp with a standard screwdriver. To make wiring
and signal tracing as user-friendly as possible, all panel
variants show the pinout information on the unit itself.
The pinout information is also displayed in the I/0 blocks
of the implementation software Real-Time Interface (RTI).

info@dspace.de * www.dspace.com



Technical Details

MicroLabBox

Processor  Real-time
processor
Host communica-
tion co-processor

Memory

Boot time

Inter- Host interface

faces

Ethernet real-
time 1/0 interface

USB interface

CAN interface

Serial interface

LVDS interface
Programmable FPGA"

Analog  Resolution and type
input

Input voltage range

Analog  Resolution and type
output gytput voltage range

Output current
Digital 1/0

Electric motor
control /0
functionality

Separate
interfaces

Functionality
on digital 1/0
channels

Sensor supply
Feedback elements

Theft protection
Cooling
Physical connections

MicroLabBox Hardware / MicroLabBox

Top Panel Variant with BNC
Connectors

m NXP (Freescale) QorlQ P5020, dual-core, 2 GHz
m 32 KB L1 data cache per core, 32 KB L1 instruction cache per core, 512 KB L2 cache per core, 2 MB L3 cache total
m NXP (Freescale) QorlQ P1011 800 MHz for communication with host PC

Top Panel Variant with Spring-

R Cage Terminal Blocks

m | GB DRAM

m 128 MB flash memory

m Autonomous booting of applications from flash (depending on application size), ~5 s for a 5 MB application
m Integrated Gigabit Ethernet host interface

m |ntegrated low-latency Gigabit Ethernet I/O interface

m USB 2.0 interface for data logging ("flight recorder") and booting applications via USB mass storage device
(max. 32 GB supported)

m 2 CAN channels (partial networking supported)

m 2 x UART (RS232/422/485) interface

m | x LVDS interface to connect with the Programmable Generic Interface PGI1

m Xilinx® Kintex®-7 XC7K325T FPGA

m 8 14-bit channels, 10 Msps, differential; functionality: free running mode

m 24 16-bit channels, 1 Msps, differential; functionality: single conversion and burst conversion mode with different
trigger and interrupt options

m-10...10V

m 16 16-bit channels, 1 Msps, settling time: 1 ps

m-10..10V

|+ 8mA

m 48 bidirectional channels, 2.5/3.3/5 V (single-ended); functionality: bit I/0, PWM generation and measurement

(10 ns resolution), pulse generation and measurement (10 ns resolution), 4 x SPI Master
m 12 bidirectional channels (RS422/485 type) to connect sensors with differential interfaces

m 2 x Resolver interface

m 6 x Encoder sensor input

m 2 x Hall sensor input

m 2 x EnDat interface

m 2 x SSl interface

m Synchronous multi-channel PWM
Block commutational PWM

1 x 12 V. max. 3 W/250 mA (fixed)
1x2...20V, max. 1 W/200 mA (variable)

Programmable buzzer
Programmable status LEDs

Kensington® lock
m Active cooling (temperature-controlled fan)
m 4 x Sub-D 50 I/0 connectors m 2 x Sub-D 50 /0 connectors
m 4 x Sub-D 9 1/0 connectors m 48 x BNC I/0 connectors
m 4 x Sub-D 9 I/0 connectors
m 3 x RJ45 for Ethernet (host and 1/0)
m USB Type A (for data logging)
m 2 x 2 banana connectors for sensor supply
m Power supply

m 2 x Sub-D 9 1/0 connectors
m 27 x spring-cage terminal block
connectors with 8 pins each

" User-programmable via RTI FPGA Programming Blockset. Using the RTI FPGA Programming Blockset requires additional software.
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4

Parameter Specification
Top Panel Variant with BNC i i ing-
MicroLabBox Front Panel Variant Op raneTvariant wi JopiRanc] Yarlant T
Connectors Cage Terminal Blocks

Physical Enclosure size m Approx. 310 x 250 x 110 mm m Approx. 310 x 250 x 115 mm m Approx. 310 x 250 x 110 mm
characteristics (12.2x9.8x4.3in) (12.2x9.8x4.51in) (12.2%x9.8x4.3in)
Temperature m 0 ... 50 °C (ambient temperature)
Power supply m 100 ... 240V AC, 50 ... 60 Hz

Power consumption  m 125W

Panel Variants

MicroLabBox, front panel variant MicroLabBox, top panel variant with BNC connectors

MicroLabBox, top panel variant with spring-cage
terminal blocks
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MicroLabBox Hardware / MicroLabBox

Order Information

MicrolLabBox, front panel variant m MLBX_1302F
MicroLabBox, top panel variant with BNC Connectors m MLBX_1302T
MicroLabBox with spring-cage terminal blocks m MLBX_1302S

Relevant Software and Hardware

Included m Data retrieval utility for flight recorder read-out =
m Comprehensive C libraries (e.g., digital I/0 support) =

Required m For Simulink®-based use cases: u RTI
Real-Time Interface (RTI)
m GNU C Compiler for Power PC m MLBX_COMP
Optional m ControlDesk See relevant product information
m For multi-core applications: RTI-MP m RTI_MP
m RTI CAN Blockset m RTICAN_BS
m RTI CAN MultiMessage Blockset m RTICANMM_BS
m RTI Electric Motor Control Blockset (p. 10-11) m RTI_EMC_BS
m RTI USB Flight Recorder Blockset (part of Real-Time Interface) m RTI
m RTI Ethernet Blockset m RTI_ETHERNET_IO
m RTI FPGA Programming Blockset See relevant product information
m Platform APl Package m PLATFORM_API

Hardware Order Number

Included m Ethernet patch cable (HSL_PATCH) for host connection -
m Power supply cable -
m Set of Sub-D plugs -
m Case for storage and transportation -

Optional m Adapter cable 50-pin Sub-D to WAGO terminal panel m MLBX_CABI1
m RapidPro SC Unit See relevant product information
m RapidPro Power Unit See relevant product information
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MicroLabBox

Block Diagram
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MicroLabBox Hardware / MicroLabBox

Use Cases (Examples)

Developing Control Strategies for Electric Motors

MicroLabBox is ideal for developing control functions for ~ motor control (p. 10, RTI Electric Motor Control Blockset)
many different electric motors, such as asynchronous  ensure convenient and comprehensive configuration options

motors, brushless DC (BLDC) motors, and permanent mag-  for the I/O interfaces.
net synchronous motors (PMSM). The RTI blocks for electric

Control signals

Current measurement

\ 4

e e,

~
—
[}

o
8
c e ey

w

~
©

T

Resolver / EnDat / SSI

<« RapidPro Power Unit
(optional)

RTI Blockset e —  Motor
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MicroLabBox Hardware / MicroLabBox
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Rapid Control Prototyping in Robotics

Its numerous interfaces make MicroLabBox ideal for many
kinds of robotics applications. In this example, MicroLabBox
replaces the robot's position controller and receives the
robot's incremental encoder signals for determining the
current position of the robot. Then, the real-time processor

calculates the control algorithm and sends the controller
output with position and velocity data back to the robot.
Thus, you can implement and test different control algo-
rithms very quickly.

A

Incremental
Encoder values

g

.\\\\l\\\\\\\\\\\\\\\\\

Control signals

MicrolabBox

Y

Active Noise Cancellation and Vibration Damping

Applications in active noise cancellation (ANC: e.g., for
hi-fi headphones, cell phones or a passenger car cabin)
and vibration damping (e.g., for reducing wear and tear or
industrial plant noise) pose a particularly great challenge
for signal processing. For ANC applications, for example,
the anti-noise has to be calculated and generated before
the original noise reaches the respective noise cancella-

tion speaker or the point in space designated for noise
cancelling. MicroLabBox's fast real-time processor and low-
latency I/0 access make it the right tool for developing
new algorithms for active noise reduction and vibration
reduction. MicroLabBox achieves control loops of only a
few microseconds. If the requirements are even higher, the
algorithms can always be offloaded to the integrated FPGA.

Ampln‘ler
and filter

Amplifier
and filter

MicroLabBox

Anti-noise

l)@

Microphones Source

of noise

2020

01/2020

© Copyright 2020 by dSPACE GmbH. All rights reserved.

info@dspace.de * www.dspace.com



Developing and Testing Medical Devices

Safety and reliability play a crucial role in the development
of medical devices. New functions must have an optimal
design and undergo extensive testing. In many cases, cap-
turing and preprocessing signals is an integral part of func-
tion development. With MicroLabBox, you can outsource
extensive and computation-intensive signal preprocessing
tasks, such as filtering or signal analysis, to an integrated
FPGA. Connecting BNC cables directly to MicroLabBox
for processing analog signals minimizes the influence of

MicroLabBox Hardware / MicroLabBox

external errors on the signal and makes it possible to
achieve a high signal quality. During or after the devel-
opment of the medical device, MicroLabBox can also be
used as a testing system. With it, you can reproducibly
simulate many different environment conditions, e.g.,
based on test algorithms or existing measurement data.
This increases the medical device's maturity, saves time,
reduces costs, and minimizes the risks compared to tests
on a living organism.

Blood flow sensors
(atrial, ventricular)

= i
MicroLabBox )

Pulse
control

-«
DO ——> —>

\
®\ \
-

Heart

Pacemaker

01/2020
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10

RTI Electric Motor Control Blockset

Configuring electric motor control 1/0 functions of MicroLabBox

Highlights

B Access to electric motor control specific /0
functionalities of MicroLabBox

B Easy configuration and implementation of Hall sensor
inputs, incremental encoder, Resolver, EnDat, and
SSlinterfaces as well as PWM signal generation

B Automatic calculation and interpolation of the current
motor speed, position, and angle, plus generation of
asynchronous events

Application Areas

Electric motor controls play an important role in various
application fields such as automotive industry, robotics, medi-
cal engineering, and many more, e.g., to comply with new,
strict emission regulations or to build up more precise ma-
chines in industrial environments. Often, the control algorithm
for an electric motor is a key point in fulfilling customers’
requirements. But the effort of developing, implementing,
and validating the required control algorithms in traditional
tool chains can be very high, and these tool chains often
lack flexibility. The MicroLabBox in combination with the RTI
Electric Motor Control Blockset is the ideal system to reduce
this effort. Developing and testing new control algorithms
takes place in a model-based software environment with a
minimum amount of time. The RTI Electric Motor Control
Blockset is a user-friendly software interface that provides a
link between your real-time hardware platform MicroLabBox
and the model-based development software MATLAB®/
Simulink®/Stateflow® from Mathworks.

2020
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Key Benefits

The RTI Electric Motor Control Blockset provides access to the
electric motor control specific I/O functionalities of MicroLab-
Box and allows you to configure them easily and convenient-
ly. No additional modeling effort is needed to use sensor
interfaces commonly applied in electric motor applications
such as Hall sensors, incremental encoder, resolver, EnDat, or
SSI. In addition, ready-to-use Simulink blocks for generating
different synchronous PWM signals are available. The current
speed, position and angle of the electric motor are auto-
matically calculated. If sensor interfaces with low resolution
such as Hall sensors are used, an automatic interpolation
can be enabled to achieve a higher sensor resolution and
to improve the quality of the position measurement. When
first starting the motor to get the current motor position
it is possible to use the Hall sensor interface immediately,
and then switch to a sensor with the higher resolution such
as the encoder interface after one revolution of the electric
motor. With this process, a valid position and the best reso-
lution is always available for the controller. Simulink-based
control models can be easily connected with the required
I/0 interfaces and then be downloaded to the MicroLabBox
at the push of a button. The controller can be tested in a
real environment with different sensors and actuators, and
new motor control strategies can be developed much faster
than in traditional tool chains.
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Implementation Software /RTI Electric Motor Control Blockset

Functionality Overview

General m Accessing and configuring dedicated 1/0 functions for:
m Resolver interfaces
m Encoder sensor inputs
m Hall sensor inputs
m EnDat interfaces
m SSlinterfaces
m Synchronous multi-channel PWMs
m Block commutational PWMs
m For electric motors with up to 6 phases and 16 pole pairs
m Controlling 2 or more electric motors at the same time
m Combining 2 sensors to extrapolate the position of the motor’s rotor
m Generating events for algorithm execution triggered by specified motor positions

Order Information

Product Order Number

RTI Electric Motor Control Blockset m RTI_EMC_BS

Relevant Software and Hardware

Required  For MicroLabBox m Real-Time Interface” m RTI
Hardware Order Number
Required  For MicroLabBox m MicroLabBox? with front or top panel m Seep.5

" For information on standard hardware and software requirements for Real-Time Interface (RTI), please see Real-Time Interface product
information.
2 A corresponding compiler is required, please see p. 5.
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Hertfordshire - SG8 6HB
Tel.: +44 1763 269 020
Fax: +44 1763 269 021
info@dspace.co.uk

Japan

dSPACE Japan K.K.

10F Gotenyama Trust Tower
4-7-35 Kitashinagawa
Shinagawa-ku

Tokyo 140-0001

Tel.: +81 35798 5460
Fax: +81 3 5798 5464
info@dspace.jp

info@d

France

dSPACE SARL

7 Parc Burospace
Route de Gisy

91573 Bievres Cedex
Tel.: +33 169 355 060
Fax: +33 169 355 061
info@dspace.fr

USA and Canada

dSPACE Inc.

50131 Pontiac Trail
Wixom - MI 48393-2020
Tel.: +1248 295 4700
Fax: +1 248 295 2950
info@dspaceinc.com

Croatia

dSPACE Engineering d.o.o.
Ulica grada Vukovara 284
10000 Zagreb

Tel.: +385 1 4400 700
Fax: +385 14400 701
info@dspace.hr

dSPACE

space.de

www.dspace.com



