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MUTE LIFE ENVOY

ABSTRACT

Improving human computer interaction emphasized the research in gesture 

recognition field. Researchers have done a lot of research work in Gesture 

Recognition field for different languages. And many gesture recognizers are already 

in the market for different languages. But unfortunately International Sign Language 

has received less attention. In Pakistan, India and Middle East, there are more than 

hundred million people, which are deaf and mute, and having difficulty for 

communicating with normal people. As literacy rate is very low in these areas, there 

is barrier of technological learning/awareness; therefore, we intend to propose 

Gesture Recognizer.

In Gesture recognition, Gesture is converted to text that makes it easy to 

communicate. This project deals with the study of processing techniques of 

International Sign Language and conversion of gestures with the computing 

methodologies to achieve a gesture recognizing system for communication. This 

system would help user to communicate with any one, which is deaf or mute without 

getting dependent on any interpreter or person who translate their signs. Our overall 

goal is the implementation of existing gesture recognition techniques and develops a 

gesture recognizer for International Sign Language (Alphabets) using existing 

technologies. Recommendations for future development and conclusions are also 

included in the report.
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CHAPTER 1

1INTRODUCTION

1.1 Background

Hand gesture is the most effective, dominant and basic way to interact or 

communicate with DNM and general public. They commonly interact with each 

other by using their region sign language only. This is the most uncomfortable and 

lesser easy for communication with the people of other region having their own 

language(s). They prefer to interact with general public and computer just like 

normal people. Hence, expanded enthusiasm of researchers in enhancing human 

computer interaction underlined exploration in field of hand gesture recognition as 

the Deaf and Mute (DNM) communication menu-driven user interface with 

machines are presently getting to be well known.

1.2 Problem Statement

Nowadays, gesture recognition applications are becoming beneficial. Various gesture 

intuitive applications are available in market but unfortunately, majority focus on 

American Sign Language (ASL) or other pidgins. MLE handle with the processing 

techniques of ISL and incorporates the semantics to achieve hand gesture 

acknowledgment framework that will translate gestures to words. The user input 

gestures will be interpreted leading to transmission of interpretation to other end 
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user. General objective is to implement existing gesture acknowledgment techniques 

to develop hand gesture recognition system for International Sign Language (ISL) 

using existing technologies.

1.3 Aims and Objectives

Project manages with study�of� leap�motion�controller’s� infrared� sensors�processing�

techniques along hand motion for static gestures and incorporates the semantics 

along figuring approaches to achieve a hand gesture detection framework to interact 

through peer-to-peer communication. The aim is to apply gesture recognition 

approaches to develop a recognizer framework for International Sign Language (ISL). 

The objectives for project are as below:

i) To define and characterize the static hand gestures based on IS language using 

leap motion controller.

ii) To characterize the interpreted gesture into English text words/sentences.

iii) To study the principles responsible for reading and recognising techniques 

using leap motion controller.

iv) To study peer-to-communication interface for chat.

v) To study machine learning techniques for hand gesture validation.

1.4 Scope of Project

There is no application related to hand gesture recognition for International 

Signs language (ISL).  By observing the expanding interest of hand gesture 

recognition in industry, a hand gesture recognizer is being proposed to dictate 

and transmit gestures from ISL to English words/sentences. Our product is 

fundamentally for DNM individuals to communicate with each other and general 
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public independently without any physical interpreter. The proposed 

framework benefits DNM individuals and they can use MLE system in various 

perspectives to get ease in their day-by-day life. The system will also allow 

general public to communicate with DNM effectively and efficiently excluding 

their pidgin issues. Hence, MLE as gesture recognizer for ISL is proposed to 

defeat all the issues by lowering the rate of error as well. 
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CHAPTER 2

2LITERATURE REVIEW

2.1 Background

Hand gesture is the most effective, dominant and basic way to interact or 

communicate with DNM and general public. They commonly interact with each 

other by using their region sign language only. This is the most uncomfortable and 

lesser easy for communication with the people of other region having their own 

language(s). They prefer to interact with general public and computer just like 

normal people. So, expanded enthusiasm of researchers in enhancing human 

computer interaction underlined the exploration in the field of hand gesture 

recognition. The DNM communications through menu-driven user interface with 

machines are presently getting to be well known where gestures are transformed in 

sequence of words.

2.2 Need for Hand Gesture Recognition

Gesture recognition alludes to the procedure of transformation of human hand 

gestures in a sequence of words (English). These words are perceived and after that 

can be utilized as command(s) to operate/control systems, for typing documents and 

chatting purposes. Gesture recognition also alludes to the association amongst 

individuals and computer machines by utilizing gestures as contribution to 
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framework causing the system to perform specific tasks in the wake of perceiving the 

input.

Expanded enthusiasm of researchers in enhancing human computer 

interaction underlined the exploration in the field of hand gesture recognition. The 

DNM communications through menu-driven user interface with machines are 

presently getting to be well known. There is a set of number of individuals who 

know how to get to operate computers and access them hence utilizing more efficient 

interface for communication using sign language. Extensive number of individuals 

would not be able to communicate with others without the advancement in this field 

so, gesture recognition framework advantage DNM individuals.

2.3 Application of Hand Gesture Recognition 

Hand gesture recognition also said as processing of gesture-to-text. Generally, 

gesture-to-text processing involves the below steps:

i) Gesture Read

ii) Data Processing

iii) Gesture Recognition

iv) Interpreted Gesture Transmission

2.3.1 Gesture Read

Some data has to be prepared before the hand gesture recognition process can be 

started.�The� hand’s� interior� structural� details� are received through the hardware by 

perusing hand gesture in digital machine language for computer that is converted for 

the understanding to recognizer.
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2.3.2 Data Processing

A DNM individual when makes static hand gesture within range of the infrared 

sensors, the gesture recognition process starts. Information gestures are converted by 

infrared sensor(s) to digital language that can be cached (after verification) in 

computer. Recognizer, using some information for conversion of digital input signals, 

converts digital signals to generate some meaningful strings of English text and 

caches the sequence in preferences before transmitting text

2.3.3 Gesture Recognition

The input sequences are matched with computer stored fragments. It looks through 

all potential outcomes produced using gesture data processing phase thus this process 

finds the counterpart for our input by applying most proficient algorithm.

2.3.4 Interpreted Gesture Recognition

In MLE, the interpreted gestures, which have been translated into English text, are 

stored in the database before transmission. These are then transmitted through 

Internet services and protocols from one device to another. To accomplish this there 

must be tenets for every transmission convention.
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2.4 Challenges To Mute Life Envoy System

Developing a static hand gesture recognition system is a challenging task. That 

includes following challenges:

� Substantial vocabulary could be problem.

� Is there a continuous signal capacity in our framework?

� Do we have constrained environmental conditions?

� Hardware limitation could be problem

� Do any algorithm has 100% accuracy?

Researchers in the gesture recognition field are trying to resolve the above 

mentioned challenges. 

Advancement of computational techniques for the transformation of an 

information signal into set of words is the reason for MLE framework. At the 

moment, no generic recognition framework exists that acknowledges user-invented 

sign language of different district or the International Sign (IS) Language. In this 

way, below factors are limited for a hand gesture recognition framework to handle 

issues.

2.4.1 Language

Gesture recognition systems are language specific i.e. they are trained for a certain

language. Dialects in any language lead to different pronunciations. So particular 

dialect should be defined in a gesture recognition system. Furthermore, different 

people have different dialects, which may vary from each other. So MLE system 

should be trained as pidgin sign language for different people having different 

dialects.
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2.4.2 Environment

Predetermined positioning for gesture, as there is a wide variation in hands and 

fingers.

2.4.3 Vocabulary Size

Vocabulary measure fluctuates for various frameworks. Some systems utilize small 

vocabulary; some have extensive vocabulary thus size of vocabulary must be 

resolved for MLE framework to ensure precision 

2.5 Gesture Recognition Classification

Based on following gesture approaches, speaker’s�class�and�vocabulary�size,�gesture

recognition systems can be differently categorized. In development of hand gesture 

recognition are numerous challenges. These are described briefly as below:

2.5.1 Gesture Recognition Approaches

Hand gesture recognition systems are built on the basis of following types of 

approaches (R.Pradipa):

i) Template Matching

ii) Feature Extraction Analysis

iii) Active Shapes Model

iv) Principal Component Analysis

v) Linear Fingertip Models

vi) Casual Analysis
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2.5.1.1 Template Matching

2.5.1.2 Feature Extraction Analysis

2.5.1.3 Active Shapes Model



11

2.5.1.4 Principal Component Analysis

2.5.1.5 Linear Fingertip Models
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2.5.1.6 Casual Analysis

2.6 Hand Gesture Types

Following are the hand gesture types on the basis of their motion:

i) Static Hand Gesture: The gestures that have relative position to the body.

ii) Dynamic Hand Gesture: The gestures that have motion speed or direction to 

the body.
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2.7 Brief Overview of International Sign Language
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Figure 1: Internal Signs Language [28]
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2.8 List of Hand Gesture Recognition

Expanded enthusiasm of researchers in enhancing human computer interaction 

underlined the exploration in the field of hand gesture recognition. The DNM 

communications through menu-driven user interface with machines are presently 

getting to be well known. The milestone of hand gesture recognition system is as 

follows:

i) Sign Language Recognition (SLARTI)

ii) Hand Motion Understanding (HMU)

iii) Enable Talk

iv) ASL Translator

v) iCommunicator

vi) Coffee for Yawns

vii)Samsung Switching Channels

viii) Building Automaton System

ix) Motion Savvy
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2.9 Comparison of Hand Gesture Recognition Applications
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CHAPTER 3

3DESIGN AND METHODOLOGY

3.1 Development Plan

Mute Life Envoy consists of two development stages i.e. Gesture Recognition and 

Interpretation Transmission; both are further divided into phases. The Iterative and 

Incremental development practices model will be used throughout the workflow to 

meet the goals and deadlines. The development stages are discussed as below:

The first stage is of Gesture Recognition that consists of four phases. The first 

phase� “Gesture� Read”� prepares� the� data� from� taking� input� to� converting� it� into�

computational�language.�Second�phase�“Gesture�Verification”�verifies�the�input�data�

as� recognized� IS�gesture.�Third�phase�“Gesture-to-Text� Interpretation”�converts� the�

recognized input gesture into English format text and create a sequence of words and 

sentences.� Fourth� phase� “Text�Storage”� is� the�phase� that� stores� the� interpreted� text�

into database for secure transmission to the other user.

The second stage is Interpretation Transmission that consists of three phases. 

First�phase�is�“Text�Read”.�It�reads�the�stored�text�in�database�and�encrypts�the�data.�

Second�phase�“Text�Transmission”� that� transmit� the�encrypted�data.�Third�phase� is�

“Text�Display”�that�displays�the�transmitted�text over the other user interface.

Once all the components will be developed, the integration of all the 

components will be focused after the above mentioned phase and will be followed by 

acceptance testing of the deliverable.
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3.2 System Design

3.2.1 Use Case

3.2.1.1 Level_0

Figure 2: Use Case - System View
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3.2.1.2 Use Case Description

Brief Description:

The user will start the application and will perform the gestures and the interpreted 

gestures will be displayed to the other user.

Preconditions:

The application must be installed on the computer

Basic Flow:

1. User_1 starts applications

2. User_1 establish connection

3. User_1 provides input

Alternative Flows:

1.a. Application didn`t start

2.a. Connection didn’t�established

3.a. User changes input method

3.b. User closes application

Post Conditions:

The user will provide input.
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3.2.1.3 Level_1

 
 

3.2.1.4 Use Case Description

Brief Description:

The user will start the application and will perform the gestures. These gestures will 

be taken as input by the application where they will be interpreted as text which will 

be displayed to the other user.

Preconditions:

User record gesture in consideration with particular height and angle as input

Basic Flow:

i) User input gesture

ii) Gesture recognize

Figure 3: Use Case - System Inner View 
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iii) Gesture interpretation into text form

iv) Text display to the other user

Alternative Flow:

i) An incorrect input

ii) A Gesture did not recognize

iii) A Gesture did not interpret into text form

iv) A Text�didn’t�display�on�the�other�end

Post Conditions:

Input converted into text form

Notes/Issues:

The user must record the gesture in consideration with particular height and angle as

input else failed attempt will occur.
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3.2.1.5 Level_2

Figure 4: Use Case - System Detailed View 
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3.2.1.6 Use Case Description

Brief Description:

The user will start the application and will perform the gestures. These gestures will 

be taken as input by the application, where they will be verified, interpreted into text 

form and stored in the database. These interpreted gestures will be displayed to the 

other user.

Preconditions:

User must enter/scan input

Basic Flow:

1. User starts application

2. User establish connection

3. User provide input

4. Gesture read

5. Gesture verified after read

6. Gesture interpreted into text form

7. Storing of text

8. Getting text from database

9. Transmission of text

10. Text display to the other user

Alternative Flow:

1.a. Application didn`t start

2.a.�Connection�didn’t�established

3.a. User changes input method

3.b. User closes application

4.a.�Gesture�didn’t�read

5.a. Gesture did not verify after read

6.a. Gesture did not interpret into text

7.a.�Text�didn’t�store

8.a.�Text�didn’t�get�from�storage

9.a.�Text�didn’t�transmit

10.a�Text�didn’t�display�to�the�other�end

Post Conditions:

Input converted into text form and then display to the other user.
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3.2.2 Work Breakdown Structure

Figure 5: Work Breakdown Structure

 



31

3.2.3 Sequence Diagram

Figure 6: MLE Sequence Diagram

 

3.2.4 Block Diagram

Figure 7: Block Diagram Showing Steps Involved in MLE System 
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3.2.5 Data Flow Diagram

3.2.5.1 System View

Figure 8: Dataflow Diagram - Level 0

 

3.2.5.2 System Inner View

Figure 9: Dataflow Diagram - Level 1 
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3.2.5.3 System Detailed Overview

Figure 10: Dataflow Diagram - Level 2 
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3.2.6 Activity Diagram

Figure 11: Activities Flow Diagram Showing Steps Involved In MLE System 
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3.2.7 Gesture Read

3.2.7.1 Sequence Diagram

 

Figure 12: Collaboration Sequence - Gesture Read
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3.2.7.2 Operation Contract

Name Gesture Read

Responsibilities Input read and encryption

Cross Reference Uc-0

Exceptions Device�didn’t�detect�input�or�device�connection�failure

Pre-conditions Input command should be received

Post-conditions Device will stop and verify the input

Table 1: Operation Contract - Gesture Read
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3.2.8 Gesture Verification

3.2.8.1 Sequence Diagram

Figure 13: Collaboration Sequence - Gesture Verification
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3.2.8.2 Operation Contract

Name Gesture Verification

Responsibilities System will select either gesture recognized as 

International Sign or not recognized

Cross Reference Uc-1

Exceptions Gesture Not Recognized

Pre-conditions Gesture must be read and encrypted

Post-conditions Verified gesture interpretation into English text

Table 2: Operation Contract - Gesture Verification
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3.2.9 Gesture-to-Text Interpretation

3.2.9.1 Sequence Diagram

Figure 14: Collaboration Sequence Diagram - Gesture-to-Text Interpretation
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3.2.9.2 Operation Contract

Name Gesture-to-Text Interpretation

Responsibilities Voice input will be read and interpreted

Cross 

Reference

Uc-2

Exceptions -

Pre-conditions Gesture Verification 

Post-conditions Store interpreted gesture in database

Table 3: Operation Contract - Gesture-to-Text Interpretation
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3.2.10 Text Storage

3.2.10.1 Sequence Diagram

3.2.11 Class Diagram

 

Figure 15: Collaboration Sequence - Text Storage



42

3.2.11.1 Operation Contract

Name Text Storage

Responsibilities Interpreted input gesture in English format will be 

stored in database in sequence of words and 

sentences.

Cross Reference Uc-3

Exceptions Application�didn’t�stored�text

Pre-conditions Verified gesture must be interpreted

Post-conditions Text Storage acknowledgment before transmission

Table 4: Operation Contract - Text Storage
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3.2.11.2 Class Diagram

Figure 16: MLE Class Diagram
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3.2.11.3 Class Table

Class Purpose Overview

Sign � Gets hand type
� Gets finger index
� Gets palm index
� Gets name

The Sign class is responsible for 

getting hand type, finger index, 

palm index, name and verify input 

sign

Device � Gets input from user The Device class is responsible 

for getting input from user

Bone � Gets bone data The Bone class is responsible for 

getting data of bones

Data � Gets hand type and 
coordinates of the device

The Data class is responsible for 

getting the data of hand of the 

user and sets the coordinates of 

gesture on the device 

Coordinate � Getting device coordinates The Coordinate class is 

responsible for getting coordinates 

of  the device

HandList � Gets data of hand type The HandList class is responsible 

for getting data of Hand

Listener � Gets finger data
� Gets palm data
� Gets hand type
� Gets frame

The Listener class is responsible 

for getting data of fingers, palm, 

hand type, frame and verify input 

of user

On_Frame � Gets finger data
� Gets palm data
� Gets hand type

The On_Frame class is 

responsible for getting data of 

fingers, palm, bones, and hand 

type

Finger � Gets finger data in frame The Finger class is responsible for 

getting data of fingers

PalmData � Gets palm data The PalmData class is responsible 

for getting data of palm in frames

Table 5: UML Class Table
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CHAPTER 4

4IMPLMENTATION

4.1 Implementation

The MLE is a real-time application with the integration of software with the 

hardware to achieve the efficiency within the system. MLE consists of two 

development stages i.e. Gesture Recognition and Interpretation Transmission; those 

both are further divided into sub-phases. The Iterative and Incremental development 

practices model is used throughout the workflow to meet the goals and deadlines. 

The development stages are discussed as below:

4.1.1 Gesture Recognition

The first stage is of Gesture Recognition that consists of four sub-phases i.e. Gesture 

Read, Gesture Verification, Gesture-to-Text Interpretation and Text Storage. The 

implementation to achieve the above discussed four milestones are described as 

following:

4.1.1.1 Gesture Read

The�first�phase�“Gesture�Read”�prepares� the�data�from�taking�input� to�converting�it�

into computational language. The gesture data is received with the integration of 

MLE and hardware names as Leap Motion Controller (LMC) that provides the 

feature of detecting and reading the hands including the bones, joints and tip 

positions of them with the help of infrared sensors.
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LMC SDK (version 3.2) is utilized to read a hand and extracted the data using 

the type of hand (left/right), extended fingers (Thumb, Index, Middle, Ring, Pinky), 

bones (Metacarpal, Proximal, Intermediate, Distal) and properties of the above 

discussed features (classes) provided in the LMC SDK.

4.1.1.2 Gesture Verification

The second� phase� “Gesture� Verification”� verifies� the� input� data as recognized IS 

gesture. This milestone is achieved with the help of LMC SDK (version 3.2) and 

extracted data later at which by using the type of hand (left/right), extended fingers 

(Thumb, Index, Middle, Ring, Pinky), bones (Metacarpal, Proximal, Intermediate, 

Distal) and sub-properties of the above features (classes) discussed - provided in the 

LMC SDK - the IS gesture achieve the validation and inform the MLE to further 

interpret IS Language gesture into text format based upon English alphabets.

4.1.1.3 Gesture-to-Text Interpretation

The third� phase� “Gesture-to-Text� Interpretation”� converts� the� recognized� input�

gesture into English format text and create a sequence of words and sentences. This 

milestone is achieved with the help of custom defined methods.

4.1.1.4 Text Storage

The fourth� phase� “Text� Storage”� is� the� phase� that� stores� the� interpreted� text� into�

database using SQL queries or preferences using pointer technique for secure 

transmission to the other user. This milestone is suggested to eliminate the loss of 

text due to power failure or the desktop pc crash.
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4.1.2 Interpretation Transmission

The second stage is Interpretation Transmission that consists of three sub-phases i.e. 

Text Read, Text Transmission and Text Display. The implementation to achieve the 

mentioned four milestones are described as following:

4.1.2.1 Text Read

The first�phase�“Text�Read”� reads the stored text in database with the help of SQL 

queries or using preferences in order to encrypt the data and�prepare�it�before�the�it’s�

transmission to other user interface. 

4.1.2.2 Text Transmission

The second phase “Text�Transmission”�transmits the encrypted data from one user to 

the other user over the Internet protocol using the cloud services provided by the 

PUN SDK that is also used by the multinational software developing companies and 

other companies i.e. Microsoft, Coca Cola, CODEGLU, Fathom Interactives, M2H 

Game Studio, Fish Labs, etc.

4.1.2.3 Text Display

The� third� phase� is� “Text�Display”� that� displays� the� transmitted� text� over� the� other�

user interface after decrypting it into English Text format and receiving from 

database using SQL queries/preferences and displayed it with the help of PUN SDK 

to the other user interface.
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4.2 Experiments

Many experiments were performed throughout the development phase, at various 

modules in different platforms and with the help of different tools, to achieve a 

suitable and in time result of different project modules. The experiments are 

discussed below:

Python development was initially performed for the integration of LMC with 

the MLE to read the static hand gestures via LMC SDK for python development. The 

milestone to integrate the hardware with MLE and the initial development was 

successful but later the SDK showed so many flaws with python support as 

sometimes LMC SDK doesn’t� load up in the custom defined scripts of python files 

(.py). We also utilized PyQT for the front-end development of MLE at python 

platform.

.Net framework of�Microsoft�was�used�with�it’s�component, Windows Form,

was utilized for the development using C# programming language with the help of 

OOP skills. The front-end was developed with the help of .Net Windows Form using 

C# scripts. The issues were faced in the integration of LMC SDK with .Net 

framework of C# development.

Unity3D was utilised to perform the integration of LMC with it to perform 

the following milestones:

� The accuracy and support of LMC with IS Language.

� A-Z alphabets recognition (IS Language).

� Gestures reading through Leap Motion Controller

� Signs Verification.

� Input interpretation into sequence of words or sentences.

� Text Transmission from one medium to the other.

The developments to achieve the above milestones are completed with the 

usage of C# programming language. Some issues with the hand�gesture’s�reading via 

LMC and hand gesture recognition were faced. The LMC faces issues with the 
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reading of hand gestures that are not created when the hand palm is not facing the IR 

sensor so�LMC�doesn’t�even�recognise�those�hand�gestures.�Furthermore, the issues 

faced within the confliction of few gestures with each other as the LMC reads the 

hand�gesture�using�the�hand’s�fingers�and�their�bones,�joints�&�fingertips�states. The 

hand gestures that are not being read by the LMC are as following:

Alphabets Gesture

� E

� J

� M

� N

� P

� Q

� R

� S

� T
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� X

� Z

Table 6: Not Readable Hand Gestures For MLE

The hand gestures of IS that shows confliction with each other in LMC are as 

following:

C G

C O

O G

K U

K H

K V

U H

U V

H V

Table 7: Confliction Occurrence Between Hand Gestures
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The gestures defined for the working product are divided in both hands to 

ignore the conflictions between the hand gestures and are mentioned as following:

Left Hand Right Hand

C A

G B

K D

L F

U H

W I

Y O

Delete
V

Space

Table 8: MLE Hand Gestures Input

The accuracy of an alphabet is 0.5 to 1.5 seconds per gesture per frame. The 

word like bad, dad, ball etc. takes time of 4.5 seconds per word of 3-4 gestures. 

Whereas, sentence containing 40 gestures (having 25 alphabets) all are either used 

once or repeated, took a time of 3.41 minutes per 40 gestures sentence. 

The�sentence�that�is�used�and�accuracy�tested�as�mentioned�above�is�“�I�had�a�

ball�I�did�a�goal�and�I�did�bad�foul�”
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The outcomes of journal [1], that was using IS Language with some other 

techniques, are compared with the outcomes of our research of language using LMC. 

The results among the cumulative accuracy are as below:

Alphabets Test 1 Test 2 Test 3 Average

A 1 1 1 100.00%

B 1 1 1 100.00%

C 1 0 0 33.33%

D 1 1 1 100.00%

E 1 1 0 66.67%

F 1 1 0 66.67%

G 1 0 0 33.33%

H 1 1 0 66.67%

I 1 1 1 100.00%

J 1 0 1 66.67%

K 1 0 0 33.33%

L 1 1 0 66.67%

M 1 0 0 33.33%

N 1 0 0 33.33%

O 1 1 0 66.67%

P 0 0 0 0.00%

Q 1 1 0 66.67%

R 0 0 0 0.00%

S 0 1 0 33.33%

T 0 0 0 0.00%

U 0 0 1 33.33%

V 1 1 0 66.67%

W 1 1 0 66.67%

X 1 0 0 33.33%

Y 1 1 0 66.67%

Z 1 0 0 33.33%

Cumulative Average 52.56%

Table 9: Results of Alphabet Recognition Using Geometric Template Matching [1]
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Alphabets Test 1 Test 2 Test 3 Average

A 1 1 1 100.00%

B 1 1 1 100.00%

C 0 0 0 0.00%

D 1 1 0 66.67%

E 0 0 0 0.00%

F 1 0 0 33.33%

G 1 0 0 33.37%

H 1 0 0 33.37%

I 1 1 1 100.00%

J 1 0 0 33.33%

K 1 1 0 66.67%

L 1 0 0 33.33%

M 1 1 0 66.67%

N 0 0 0 0.00%

O 1 1 0 66.67%

P 1 0 0 33.33%

Q 1 1 0 66.67%

R 1 0 0 33.33%

S 0 0 0 0.00%

T 0 0 0 0.00%

U 1 0 1 66.67%

V 1 1 0 66.67%

W 1 1 0 66.67%

X 1 0 0 33.33%

Y 1 0 0 33.33%

Z 1 0 0 33.33%

Cumulative Average 44.87%

Table 10: Results Of Alphabet Recognition Using Artificial Neural Network [1]
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Alphabets Test 1 Test 2 Test 3 Average

A 1 1 0 66.67%

B 1 0 1 66.67%

C 1 0 0 33.33%

D 0 1 0 33.33%

E 0 0 0 0.00%

F 1 0 0 33.33%

G 0 0 0 0.00%

H 1 0 0 33.37%

I 1 1 1 100.00%

J 1 1 0 66.67%

K 0 0 0 0.00%

L 1 0 0 33.33%

M 1 0 0 33.33%

N 0 0 0 0.00%

O 1 1 1 100.00%

P 0 0 0 0.00%

Q 0 1 0 33.33%

R 0 0 0 0.00%

S 0 0 0 0.00%

T 0 0 0 0.00%

U 1 0 0 33.33%

V 1 1 0 66.67%

W 1 0 0 33.33%

X 1 1 0 66.67%

Y 1 1 0 66.67%

Z 1 0 0 33.33%

Cumulative Average 35.90%

Table 11: Results Of Alphabet Recognition Using Cross Correlation [1]
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The testing performed in the MLE to determine the cumulative accuracy 

using the LMC is as below:

Alphabets
Test 

1

Test 

2

Test 

3

Test 

4

Test 

5

Average

of 3 Tests 

Average

of 5 Tests

A 1 1 1 1 1 100.00% 100.00%

B 1 1 1 0 1 100.00% 80.00%

C 1 0 1 1 1 66.67 80.00%

D 1 1 1 1 1 100.00% 100.00%

E 0 0 0 0 0 0.00% 0.00%

F 1 1 1 0 1 100.00% 80.00%

G 0 1 1 0 0 66.67% 40.00%

H 0 0 0 0 0 0.00% 0.00%

I 1 1 0 1 1 66.67% 80.00%

J 0 0 0 0 0 0.00% 0.00%

K 1 1 0 0 0 66.67% 40.00%

L 1 1 1 1 0 100.00% 80.00%

M 0 0 0 0 0 0.00% 0.00%

N 0 0 0 0 0 0.00% 0.00%

O 1 1 1 0 0 100.00% 60.00%

P 0 0 0 0 0 0.00% 0.00%

Q 0 0 0 0 0 0.00% 0.00%

R 0 0 0 0 0 0.00% 0.00%

S 0 0 0 0 0 0.00% 0.00%

T 0 0 0 0 0 0.00% 0.00%

U 1 0 1 1 0 66.67% 60.00%

V 1 0 0 0 1 33.33% 40.00%

W 1 1 1 1 1 100.00% 100.00%

X 0 0 0 0 0 0.00% 0.00%

Y 1 0 1 1 1 66.67% 80.00%

Z 0 0 0 0 0 0.00% 0.00%

Cumulative Accuracy 43.59% 39.00%

Table 12: Results Of Alphabet Recognition Using LMC
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The IS language testing is further executed by using the knowledge of 

Convolutional Neural Network (CNN). The Convolutional Neural Network (CNN) 

has shown excellent performance in many computer vision and machine learning 

problems [23]. In CNN, a 2D convolutional layer is used for the image pixels’ matrix

in convolutional layer. The convolutional layer reads the pixels of the image (input 

data) for training and generates convolutions within a specified matrix dimension to 

generate filters (also called kernels) for the feature-mapping process. The feature 

map process is achieved with the help of kernels that overlap itself over the input 

image� pixel’s� convolution� matrix� to� identify� each feature and their number of 

occurrence. The featured-map matrix is then bypassed in the max-pooling layer, 

which gathers the maximum pooling of features in featured-map matrix using the 

same dimensions of kernel and creates a max-pooled matrix. The max-pooling layer 

forwards the information (matrix) to the fully connected layer, where the full 

connections of the neural network are generated and the max-pooled matrix is then 

connected with each perceptron. The fully connected layer then provides the 

gathered and analysed information to the actual output perceptron, that in turn gives

the trained class, the input image (data) belongs to.

Epochs are used for the optimization of the CNN; which runs the network 

with forward propagation and backward propagation but takes both as one step i.e. 

epoch. The validation steps are used to tell the network how many images (data) 

should be trained/read from the dataset i.e. 50 validation steps inform the network to 

read/train the images (data) in a sequence of 50. So, in general if we have 500 images 

(data), the dataset would be read/trained in chunks of 50 images at a time and if the 

last iteration of validation step is less than 50 images then they are trained/read 

within single iteration.

CNN trained feeds the image for prediction containing the dimensions of 

64x64 and coloured image (i.e. containing 3 channels). The activation function 

“softmax”�is�used�for�the�gestures�classification.
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The CNN model is illustrated below:

Figure 17: CNN Model Illustration [24]

The architecture of CNN model is as below:

Figure 18: CNN Model Architecture [25]



58

The CNN of binary classification over the datasets of hand gesture A and B 

and gathered the following model accuracy, loss rate, training data accuracy and 

testing dataset (value) accuracy as below:

Figure 19: Train and Test Dataset Accuracy
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Figure 20: Model Loss

Figure 21: Model Accuracy
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Figure 22: Prediction of Gesture A (0)

Figure 23: Prediction of Gesture B (1)
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Figure 24: Prediction of Gesture E (12)

Figure 25: Prediction of Gesture S (18)
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CHAPTER 5

5USER MANUAL

5.1 Safety and Emergency Requirements

i) Handle the loss of power to secure database and transmission flow with 

power-backup via generators or UPS.

ii) Handle the migration and maintenance of database by never taking the entire 

system offline at once but achieve it through redundancy of essential 

components.

iii) Handle the loss of Internet connection for proper encrypted data keep getting 

stored in database for transmission.

iv) Connect the Leap Motion Controller before executing the application.

v) Make sure Leap Motion Controller indicate green light and the device is 

working properly especially the infrared sensors (three red lights).

vi) Make Sure device is clean and protect it from liquid substances.

vii)Leap Motion Controller cannot read hand (palm) at specific angle and height. 

The improper reading will affect results.

viii) USB cable has been known to cause trouble; in such case change USB 

cable/port whatever is required to be replaced.

ix) Use Leap Visualizer the check the device is working properly.
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5.2 Constraints

The constraints are as below:

i) Leap Motion Controller communication with the system.

ii) MLE components communication with each other.

iii) Leap Motion Controller latest SDK is required for the compatibility with the 

system.

iv) The palm should be placed in front of Leap Motion Controller for proper 

readings and avoid miscellaneous results.

v) Leap Motion Controller has a range limitation and cannot read hand 

exceeding to 25cm range.

vi) Leap Motion Controller frame can be controlled at minimum 1.3 seconds per 

frame only.

vii) Leap Motion Controller takes last 60 frames and destroys them to get the 

next 60 frame after releasing them from memory. 

viii) Leap Motion Controller do not read any input outside the range of IR 

sensor spectrum that have the 850nm range.

ix) Leap�Motion�Controller�lost�it’s�reading�in�the�sunlight

x) Convolutional Neural Network needs high processing units for the training of 

datasets within a day or minutes.

xi) CNN are Translation Invariant means Convolutional Networks are unable to 

identify the position of one object relative to another. For example, CNN

predict a Face to a bunch of randomly assembled face parts because all the 

key features are there. [26]

xii)CNN require a lot of data to generalize because it has to learn different 
filters for each different viewpoint. [26]
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CHAPTER 6

6CONCLUSION AND RECOMMENDATIONS

6.1 Conclusion

6.2 Recommendation

We recommend the avoiding of leap motion controller for hand gesture recognition 

system�as� it�has�so�many�flaws�with�hand�reading�and� it’s�validation�at�each frame 

per second. Convolutional Neural Network is so far a good choice for hand gesture 

recognition as it has lesser flaws and the hand gesture data could be trained through it 

as per needs. We will continue our work for MLE with the help of Capsule Network 

in the future.
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