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Abstract

The World Wide Web consists of different types of data present on websites and is in
different formats. Different types of data include structured, unstructured and semi-
structured data present in various formats. The aim of this research is to extract
relational clusters from unstructured data based on sentiment by making use of
natural language processing and semantic web technologies which include RDF
Jormat, FOAF ontology and OLIA ontology. Semantic web mining technologies help
in converting data present online into machine readable Jorm w.r.t ontological stand
point or frameworks [45]. We use tweets in the unstructured Jorm consisting of two
columns such as person/account column and the tweet column. We convert data
present into machine readable form by using natural language processing methods.
The verbs extracted from data by using NLP methods are treated as predicates and
the nouns/pronouns are treated as subject and object in the finalized table of person,
subject, predicate and object resulting in triples. We acquire an RDF file with
respective ontologies incorporated for creation of relations among triples. RDF
grapher is used to visualize these relations. This study provides an in-depth analysis
and implementation of how to discover meaningful patterns based on sentiment or
Jeature the data present in unstructured form needs to be processed in-terms of
machine readable form for the creation of relational clusters using ontological
Sframeworks. The results of this study consist of ontological framework based

relational data visualized in the form of clusters within clusters.

Keywords: Semantic web mining, Pattern discovery, Clustering, Unstructured data,
RDF graph.
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Chapter 1
Introduction

Data available online can be categorized as semi structured, structured and
unstructured [1]. A good percentage of this data on the World Wide Web (WWW) is
not structured properly. Structured data is present in a pre-defined format. It is ready
to be processed and analysed by making use of data processing techniques and
algorithms [44]. Whereas unstructured data (present in different formats) might be
understandable by humans but for computation, analysis or prediction purposes such
kind of data might not be understandable by machines. Unstructured data is difficult
to process [44]. For this emerging problem making use of semantic web technologies
is considered essential. Semantic web is a collection of different types of ontologies.
These ontologies consist of some vocabularies that are used to identify and organize
data into a meaningful form[2]. For example various user profiles from various
websites are structured differently, so to make things easy the gained data of users is
organized according to a specific vocabulary or syntax (the vocabulary/syntax is
machine readable as well) to make it more refined and understandable for the machine
and the user. Some of the main standards/frameworks that available in-terms of the
semantic web technology are as follows:

e Resource Description Framework (RDF)

¢ Web Ontology Language (OWL)

e SPAQRL is the RDF based query language.

e Extensible Markup Language (XML)

We can use semantic web technologies to extract and identify relevant information
within mixed formatted textual data sets. Data can consist of documents, user profiles
or random information taken from different sources[3, 5]. The motivation behind this
study is that research is on the rise in regards to using semantic web technologies [46]
and NLP to find hidden patterns and relevant information based on a specific feature
in unstructured data [42]. This is important to do because there is a lot of information
online and it becomes difficult to keep track of information that might be related to

one another based on some feature/s.



Overall most of the unstructured data requires making sense of it. In order to do so,
other than applying data mining or web mining techniques, a new approach is thought
of to extract relevant patterns or information based on sentiment from unstructured

data/tweets and creating relations in RDF and RDF graph w.r.t ontological standpoint.

1.1.Research Gap:

Researchers have analyzed and clustered data w.r.t sentiment analysis and clustering
using data mining techniques [6, 9]. However it is identified that the data used for
analysis in-regards to machine learning algorithms is human readable and not present
in a relational format against its specific domain/feature/sentiment and remains
unstructured even after results are gained [42]. For fulfilling this gap the approach of
making use of NLP and semantic web technologies (FOAF and OLIA) to extract

clusters of relational data based on a feature or sentiment is proposed.

1.2.Problem statement:

Researchers who have worked in this field have done analysis by making use of data
in unstructured form and applied machine learning algorithms including classification,
prediction and clustering for getting accurate results in-terms of finding relevant data
[6, 7, 33, 41]. The data used for analysis in-regards to machine learning algorithms is
human readable and not present in a relational format against its specific
domain/feature/sentiment and remains unstructured even after results are gained [42].

The problem in this context is that to gain meaningful information and patterns based
on sentiment or feature the data present in unstructured form needs to be processed in-
terms of machine readable form to gain relational clusters using ontological

frameworks.

1.3.Proposed Solution:

We use unstructured data to find the meaning of the tweet based on some sentiment as
well as creating relations between the extracted relevant data with the account/person
whom the tweet belongs to using natural language processing and semantic web
technologies w.r.t ontological vocabulary and framework. However, we intend to find

out if a concurrent use would be more beneficial or not.



1.4.Research Questions:

QI. How can we make use of Natural Language Processing to extract relevant data
from unstructured form based on sentiment for creating triples?
Q2. How can we make use of semantic web technologies to create and visualize

patterns between triples w.r.t ontological standpoint?

1.5.Research objectives:

The main objectives of our research are to understand the working of semantic web
ontologies and frameworks and to gather data in unstructured format, preferably in a
CSV format and to extract relations based on sentiment from it in the form of clusters
by making use of Natural language processing and Semantic web technologies and
languages.

1. We make use of unstructured data (tweets, person/account) and by breaking
down the tweet itself using stop word removal and tokenization. Then by
applying part of speech tagging (based on types of verbs and nouns/pronouns),
we separate the meaningful words needed for making RDF triples hence
subject predicate and object, along with a column of related person to make
the relation later on.

2. We create relations by making use of software LOD Refine and we use
ontologies such as FOAF and OLIA to assign tags and namespaces to the
gathered triples in CSV format to make sense of them. Through this process
we gather triples in TURTLE format which is in machine readable form. Now
by making use of rdf grapher we are able to visualize our relations acquired in
TTL format, in the form of clusters within clusters w.r.t ontologies, triples and

person/account relation.

1.6.Contribution:

The contribution of this work is to introduce an approach through which the pre-
processing and extraction of relations from data present in unstructured form is done
by incorporating Natural language processing and Semantic web technologies. We
extract relevant data from unstructured data and invoke the linguistic analysis and
triple creation phase which includes tokenization, part of speech tagging,
lemmatization, verb net and verb comparison with a list of sentiments (based on

comparison only valid tweets are extracted) and stop word removal to form triples



(subject, predicate and object). These triples are then loaded onto software known as
LOD Refine where by making use of FOAF and combining it with OLIA ontology
properties/tags and namespaces are assigned to create a machine processable RDF file
(having relational data) and then visualized by using RDF grapher resulting in cluster

within clusters of relational data.



Chapter 2
Literature Review

In the recent years the usage of semantic web technologies is on the rise [2, 3, 4, 27,
28]. The questions regarding how this technology can be used to work with various
types of data present on the World Wide Web and to gain some relevant
information/relations of data through it are increasing day by day. The usage of this
technology improves the quality (in-terms of creating relations) and visualization of
the related data gathered as well as without having to incorporate other machine
learning algorithms; valid results are still gained. A lot of research has been done in-
terms of taking data from the web and applying machine or deep learning algorithms

to gain information [6, 9].

2.1.  Clustering, Classification and Pattern Recognition

Authors in [6] have done sentiment analysis on twitter data by using a clustering
algorithm, clustering the positive and negative sentiment data respectively. The author
has clustered the tweets based on the sentiment/subjectivity and the polarity.

A study explained in [7] outlines the usage of opinion mining technique and
calculation of the strength of each sentiment present in the data to cluster the relevant
information by using K-means algorithm.

Authors have made use of sentiment analysis and clustering on data w.r.t part of
speech tagging (used as training dataset) and clustering data based on a feature. To
increase the accuracy of the proposed approach, Naive bayes algorithm has also been
used for the testing and training of the data w.r.t influence of the words extracted [8].
The authors in [9] have discussed comparisons between different machine learning
and deep learning algorithms and how various other hybrid techniques can work to
maximize the accuracy in-terms of sentiment analysis of twitter data.

An approach is proposed in this study for extraction of opinions from a text corpus
(structured text) by using triplet (SPO) approach w.r.t part of speech tagging and then
calculating how many times a word has occurred in the document via lexical models
such as TF-IDF and to obtain feature vectors for each word Word2Vec has been used.
And in the last step the author has used K-means algorithm to cluster the relevant data
[10].



Natural language processing techniques alone cannot extract information needed for
tweet classification. In this study the authors have proposed a hybrid approach that
combines natural language processing techniques along with machine learning
techniques to for the classification of twitter data [30].

In this study the authors have done a survey on detection of common interest’s in-
regards to real time data of twitter by using classification methods/techniques [32].
Similarly in this study the authors have compared different types of machine learning
algorithms such as random forest, support vector machine, k-means clustering etc in-
terms of sentiment analysis of twitter data [34].

The author in [38] made use of machine learning techniques and natural language
processing to extract opinions from product reviews w.r.t behavioural and relational
features.

In a similar research the authors have mentioned an approach involving natural
language processing techniques on twitter data to extract tweets relevant to health
related topics. The method which is used to fulfil this purpose is lexico-syntatic
patterns [39].

In this study, semantic and syntactic analysis on unstructured tweets is done.
Classification of tweets based on sentiment [40].

For the purpose of information gathering, an approach is proposed by the author in
this study [41] which includes the integration of clustering algorithms such as k-
means, DBSCAN and spectral with pattern mining algorithms applied on two use

cases that include documents and twitter data.

2.2. NLP and Semantic Web Technologies

Authors in [2] proposed an intelligent model which processes queries of users and
based on similar searched data by other users, it semantically creates relations for
further relevance and user query processing.

In another study, the authors in [3] proposed an approach for creating an RDF file (no
ontology incorporated) for unstructured journals by removing stop words and simple
subject, predicate and object extraction. With the use of a spargl query, showing
results from the schema.

The authors in [4] have discussed details regarding how ontologies can be utilized in

information extraction w.r.t common architectures and systems. Also the discussion



regarding tools for performance enhancement and calculations regarding performance
using metrics has been done.

In another study, the authors proposed a technique which included named entity
recognition as well as using KIMO (KIM ontology) for information extraction from
knowledge base consisting of entities of general importance (person, location
organization etc.) [5]. This approach validates that ontologies can be used to create
relations among different types of data.

A comparison of the types of data present online is done in this study. For example
structured, unstructured and semi-structured and how different types of data require
specialized storing system w.r.t different characteristics. Also an approach of how can
we store these types of data in RDFs form using semantic wiki KiWi (proposed by
author/s) [11].

Authors in [12] have made use of eBook webpages in unstructured form, applied
concept pruning for information extraction and converted the results in generic RDF
format consisting of tags such as <book>, <description> etc.

In the study of semantic patterns w.r.t sentiment analysis using twitter data, the author
proposed a model called SentiCircle which extracts the contextual semantic of a
mentioned word and place the word under positive, neutral, very positive, negative
and very negative categories based on the word’s contextual occurrence in the data
[13].

The authors have used twitter posts and extracted hashtags and time stamps from the
tweets using an approach called as semantic patterns (pattern dictionary of English
verbs) similar to verb net [21] and based on the co-occurrence of the extracted time
stamps/hashtags weighted links have been assigned and the results have been showed
in the form of a bar graph which validates the number of times a hashtag has occurred
in a tweet in-regards to the time stamp [14].

Author/s in [15] have created their own domain ontology for their twitter dataset and
have extracted attributes from the tweets based on the properties present in their own
created ontology and categorized the extracted attributes w.r.t sentiment grading
(positive, negative and neutral) [15].

In another study, the authors have discussed the importance of using ontologies for
artificially intelligent recommendation systems in-terms of personalization and

reusability [16].



Similarly in another study, the author proposed an ontological based recommendation
system w.r.t machine learning techniques in the field of education [17].

The authors in this research paper have discussed various types of semantic web
technologies and how these technologies can be used in other domains and potentially
play an important role in doing so [18].

Authors in [19] have discussed the role of rdf data management and rdf graphs w.r.t
big rdf data clouds [19].

In another study, it is discussed that how rdf data or various rdf knowledge graphs can
be searched by using triple pattern queries [20] also known as sparql queries which
are sample queries consisting of keywords such as select, distinct etc. Spargl queries
can be used on random rdf data files to search for valid URI or entities. Searching is
done by using triples (SPO) and in the where clause conditions are created with
respect to the rdf data present in the file or graph [24].

Authors in [22] have done the analysis of FOAF documents in regards to social
networking websites. FOAF is a vocabulary that supports friend of a friend
relationship between entities present on the web. Social networks have made use foaf
ontology for creation of relations of people who might follow each other or have be
friended each other on social platforms. Foaf is a semantic web technology that is
processable on machine level.

OLiA ontology also known as Ontologies of linguistics annotations is used to
represent linguistic annotations in data. Linguistics can be linked together using OLiA
ontology w.r.t lexical semantic resources/properties embedded in the ontology [23].

In this study, an ontology model based on a specific domain is proposed which
focuses on document processing and retrieval of valid documents [25].

Authors in [26] have proposed their own ontology which caters to dispersing rdf
triples extracted w.r.t relations based on semantic features/constraints from research
publications (articles gathered from DBpedia) [26].

The authors in this study have proposed an approach of merging various user profiles
on social media platforms by using the FOAF ontology semantics as well as reasoning
techniques of the semantic web. Most of the social media platforms are making use of
FOAF ontology to represent person to person relations in machine readable form.
This creates a network of related profiles of people [27]. The authors have presented,
in [27] a case study regarding FOAF ontology and how it is used to solve real life
problems [28].



Since FOAF ontology can be used to create relations between people based on similar
interests as well as people “knowing” one another, a network of connected people can
be extracted using this ontology. Extraction of health related tweets based on three
topics mentioned is done by using Natural language processing techniques and by
using a lexical pattern approach proposed by the authors [29].

Natural language processing techniques alone cannot extract information needed for
tweet classification. In this study the authors have proposed a hybrid approach that
combines natural language processing techniques along with machine learning
techniques to for the classification of twitter data [3 0].

In order to extract relations from social network data (twitter), the author in this paper
proposed an approach which makes use of Natural language processing to create
triples in CSV format and then apply machine leamning techniques such as random
forest and SVM to find the percentage of a relation based on occurrence of a relation
in the extracted triples [31].

Authors in [33] have proposed an approach which includes extraction of twitter data
in regards to sentiment polarity (topics referred: donation, charity etc.) and natural
language processing.

The author made use of natural language processing framework for the filtration of
tweets and by using bag of words and TF-IDF (term frequency-inverse document
frequency) the analyzation of sentiment of tweets has been done [35].

The data present on twitter in the form of tweets is usually present in unstructured
form due to the character limit as well as various URLs or emoticons that are included
within the text. Authors in [36] have made use of natural language processing to
extract keywords from tweets by using statistical methods as well as WordNet [36].
The authors proposed an approach which includes conversion of textual documents
into RDF form using semantic orientation (triples) and based on topic modelling
creating clusters of documents. For this purpose no ontology is incorporated to create
relations among data only basic use of RDF and OWL framework [42].

Authors in [43] have proposed a model called tweeki which links twitter entities to
wikidata for analysis purposes.

The authors in this study have put forth an approach for evaluation of knowledge in-
terms of mega —projects carried out in the industry. For this purpose an ontology
called Project Ontology that provides the base for analytics of a project is proposed in
the study. [48]



Authors in [49] have made use of semantic web technologies including mining of data
to propose a technique that maximizes the classification of data as-well as information
search and retrieval.

The authors in [50] have done a review on the possible techniques that can be utilized
for accurate information retrieval and maximization of searching accuracy including
semantic technologies approach with respect to mining data by using natural language
processing.

The knowledge gained through this study analysis of various types of related work,
the gap of using existing ontological frameworks and NLP in-regards to posts present
on social media and creating relations between them based on a feature or sentiment is
clearly visible. Also the extraction of valid information from unstructured data online
needs to be catered as-well. For this purpose, we have proposed an approach which
takes twitter data of people (account and tweets in unstructured form), breaks the
tweet down into triples using various aspects of NLP, where in SPO the predicate is
the extracted sentiment and by using FOAF and OLIA we create relations to form

clusters within clusters present in machine readable format.
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Year Author/s Paper Title Work/Purpose
2017 Ahuja, Shreya, and Clustering and Sentiment analysis on
Gaurav Dubey sentiment analysis | twitter data by using a
on Twitter data clustering algorithm,
clustering the positive and
negative sentiment data
respectively
2018 Wang, Yili, KyungTae Word clustering Sentiment analysis on data
Kim, ByungJun Lee, and | based on POS w.r.t part of speech tagging
Hee Yong Youn fee_:ture for gfﬁcuent (POS) and clustering data
twitter sentiment 2
analysis based on a feature. Naive
Bayes algorithm also used.
2018 Abd El-Jawad, Sentiment analysis | The comparisons between
Mohammed H., Rania of social meplia different machine learning,
gomd:rOd' and Yasser MK ;eat\!rﬁ:;slgg:'?w?ng deep learning algorithms
and hybrid algorithms for
maximization of accuracy
w.r.t sentiment analysis.
2019 Riaz, Sumbal, Mehvish | Opinion mining on Usage of opinion mining
Fatima, Muhammad large scale data technique and calculation
Kgmran, and M. Wasif using gentiment of the strength of each
Nisar analysis and k- . ;
means clustering sentiment present in the
data to cluster the relevant
information by using K-
means algorithm.
2020 Djenouri, Youcef, Asma | Cluster-based The integration of
Bt_elhadi,_ Djamel infprmalion retrieval clustering algorithms such
Djenouri, _an‘d leiry using patterm as k-means, DBSCAN and
Chun-Wei Lin mining :
spectral with pattern
mining algorithms applied
data.
2020 Soukaina Fatimi, Chama | Semantic Oriented | The conversion of textual

El Saili and Larbi Alaoui

Text Clustering
Based on RDF

documents into RDF form
using semantic orientation
(triples) and based on topic
modelling creating clusters
of documents.
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Chapter 3
Research Methodology

3.1. Introduction

In this chapter the research process and methodology is presented. The research
process is divided in to various phases which include the data selection and linguistic
analysis phase, triple creation phase, creation of relations w.r.t ontologies (RDF file)
and RDF file and visualization phase which includes the RDF visualization through
RDF Graphs. In the first phase which is the data selection and linguistic analysis
phase, selection of data is done. The data consists of two columns i.e. Person/Account
and Tweet column. We take the tweets of various people from the dataset and apply
tokenization and part of speech tagging (based on types of verbs and nouns/pronouns
for triple purposes). In the triple creation phase we have made use of a list of various
types of sentiments/emotions (happy, sad, calm, hate etc.) and have compared that list
with the verbs we acquired after tokenization and part of speech tagging. (Not all
verbs found in the tweets represented solid sentiments). Through this step we acquired
the valid verbs or sentiments belonging to valid tweets of people. We use the valid
verb (this will be considered as a predicate) and split the associated tweets into two
parts. The sentence before the verb occurs, subject/s is extracted from it and similarly
object/s is extracted from the part of the sentence or tweet which is present after the
occurrence of the valid verb/sentiment. At the end of this phase we have triples
(subject, predicate, and object) of the tweet and the person whom the tweet belongs
to. In the third phase of creation of relations w.r.t ontologies, the acquired triples and
person column, this data is loaded onto software known as LOD Refine. We create
relations among the triples of tweets and persons by making use of FOAF (Friend of a
friend) ontology and OLIA ontology (based on linguistics). Next, we create URI
columns (uniform resource identifier) for the predicate column as well as the person
column. Namespaces are added alongside the predicates as well as persons. FOAF
ontology is incorporated with the person and OLIA ontology with the predicate
column. Next, we use the tags/properties provided by the ontologies to make relations

between the data. We also add relevant prefixes in the file which serve as the headers.
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Lastly we use the TURTLE file acquired from this process and visualize it by making
use of rdf grapher services.

The research approach used to conduct this research is Applied Research. We are
aware of the problems that are faced when extracting relevant relations among
unstructured data present on the World Wide Web. To resolve the problem, we have
proposed an approach that takes unstructured data in the form of tweets and results in
creating clusters within clusters based on various sentiments by making use of
semantic web technologies. The various steps involved in the research process are

explained below.

3.2. Our Methodology:

Our research process is divided in to four phases which include the pre-processing
phase, triple creation phase, creation of relations w.r.t ontologies (RDF file) and post
process phase which includes the RDF visualization through RDF Graphs.

In the Figure 1 given below, the steps included in our research process are shown.

Data Selection Tokenization

Comparison of

Lemmatization Varbs with

f Valid Verb/s
of Valid Verb/s Santiment List

NN/PRP

Splitting :
Extracting i > Extracting

sentence based
Subject from b i Object from

& on valid Verb -
Sentence Sentence

Creating and
storing triples
(SPO) in CSV
format

Loading the file

Using FOAF and on to RDF
Grapher for

OLIA Ontology
[TV -
and RDF file Visualization of

Clusters
creation %

Figure 1: The Research Process
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3.1.1. Data Selection and Linguistic analysis phase:

In phase one which is the data selection and linguistic analysis phase, selection of data
is done. The data consists of two columns i.e. Person and Tweet column. We have
taken the tweets of various people and the people whom the tweets belong to. The
unlabelled dataset of tweets is publicly available on a platform in CSV format known
as Harvard Data verse [47] (the dataset consisted of some extra columns which are not
needed, only person and tweets column is required). A vast list of sentiments
(positive, negative and neutral) is also loaded for comparison purposes later on in the
process.

In the linguistic analysis phase, by making use of natural language processing
tokenization and part of speech tagging is applied (based on types of verbs and

nouns/pronouns for triple purposes).

3.1.2. Triple Creation Phase:

In the triple creation phase we have made use of a list of various types of sentiments
(positive, negative and neutral) and have compared that list with the verbs we
acquired after tokenization and part of speech tagging. (Not all verbs found in the
tweets represented solid sentiments) We have used lemmatization and verb net for this
purpose. Through this step we have acquired the valid verbs or sentiments belonging
to valid tweets of people. We use the valid verb (this will be considered as a
predicate) and split the associated tweets in to two parts. The sentence before the verb.
occurs, subject/s will be extracted from it and similarly object/s will be extracted from
the part of the sentence or tweet which is present after the occurrence of the valid
verb/sentiment. At the end of this phase we will have triples (subject, predicate, and

object) of the tweet and the person whom the tweet belongs to.

3.1.3. Creation of relations w.r.t ontologies:

In the third phase of creation of relations w.r.t ontologies, the acquired triples and
person column, this data will is loaded onto software known as LOD Refine. We
create relations among the triples of tweets and persons by making use of FOAF
(Friend of a friend) ontology and OLIA ontology (based on linguistics). Next, we

create URI columns (uniform resource identifier) for the predicate column as well as
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the person column. Namespaces are added alongside the predicates as well as persons.
FOAF ontology is incorporated with the person and OLIA ontology with the predicate
column. Next, we use the tags/properties provided by the ontologies to make relations
between the data. We also add relevant prefixes in the file which serve as the headers.
After finishing of this phase an RDF file in Turtle (.ttl) format is created consisting of

ontological relations w.r.t the data (triples and person column).

3.1.4. RDF Knowledge Graph Visualization:

In the last phase we use the TURTLE file (machine readable) acquired from this
process and visualize it by making use of online rdf grapher services to view the
created relations among people and their tweets based on the extracted sentiments.

Hence, resulting in clusters within clusters of the relational data.

T ey v
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Chapter 4

Implementation

This chapter describes the steps involved in the data selection and pre-process
phase, triple creation phase, creating relations w.r.t ontologies and the post

process phase

4.1. Data Selection and Linguistic analysis phase

41.1.

4.1.2.

Data Selection:

The data for tweets and persons has been collected from one source known as
Harvard Data verse [47]. The dataset consists of a person column and a tweets
column. The dataset is present in CSV format.

Linguistic analysis phase:

The pre-process phase consists of loading the data of tweets and persons. We
store the tweets in a separate list and the persons in another list, and by making
use of Natural language processing library (spaCy) in python, we apply
tokenization and part of speech tagging on each of the tokens extracted from
each unstructured tweets/sentence.

for sentence in tweets:
tokn=word_tokenize(sentence)
for word,pos in nltk.pos_tag(tokn):

Figure 2: Tokenization and POS-tagging

We also have a sentiment list (positive, negative and neutral) present in CSV
format that consists of various types of sentiments such as anger, happy,
happiness, sentiments related to generic on going topics on social platforms
etc. This list will later on be used to extract relevant features from the
unstructured tweets so that relations in the form of clusters can be made. This
sentiment list is also loaded for further use.

16



sentiments=[]
with open(’'sentiments.csv’,encoding="utf8") as csvfile:
csvReader = csv.reader{csvfile)
for row in csvReader:
sentiments.append(row[@])

Figure 3: File Read

4.2. Triple Creation Phase

4.2.1. ldentifying Verbs:

The identification of the verbs is done by making use of the tokens extracted
from the unstructured tweets along with the pos tags of the tokens. The tokens
having POS tag of any type of verb are separated from the rest of the tokens as
the verbs are considered to be the predicate/sentiment/feature.

4.2.2. Comparison, Lemmatization, Verb Net and Predicate Identification:

1. Comparison:

The extracted tokens which have pos tag of any type of verb are compared
to the list of sentiments that is available. If any of the verb/token matches

the sentiment present within the list, that verb/token is then lemmatized.
& == An Lol g i aie

17 friendship
18 kindness
1S kind
20 pity
21 envy
22 shame

23 shameful
Bflweep
iﬁjweeping
AN sentiments .{/"g e

Figure 4: Drafted Sentiments File
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2. Lemmatization:

Lemmatization is a process that comes under text processing as well as
natural language processing. The lemmatization feature is associated with
NLTK in python. Lemmatization is the process of taking words having
similar meaning and linking those words to one generic word that would
represent all those words as a whole. For example the word better, when
applied lemmatization to it, the word better will be categorized under or
presented as the word good. Similarly the words plays, playing, played
will be categorized under the root word called play.

In this step the purpose of using lemmatization is that if sentiments such as
happier, happiness etc. occur these words will be rooted under the word
happy. Hence it makes easier to group various kinds of sentiments carrying
similar meaning under one word or one category. Lemmatization is
applied on each word/verb acquired after comparison with the sentiment
list.

lemmatizerrr = WordNetlemmatizer()

lemm = lemmatizerrr.lemmatize(word,pos="v")

3. Verb Net and Predicate Identification:

Verb Net is a part of NLTK in python. Verb net consists of various types
of verbs categorized under meaningful classes. In this step verb net is used
to identify if whether the lemmatized word/sentiment acquired makes
sense or not. To achieve this purpose we use the classids function which is
associated with Verb net in python. The function returns meaningful
classes (if found) against the word. If the result is empty then the verb is
dropped hence does not make sense. If the result contains a meaningful
class which the word is categorized under, that word is stored as the
finalized extracted predicate also called as the feature/sentiment on the
basis of which relations between the tweets of people will be created.

res = [sense for sense in verbnet.classids(lemm)]

Verb  Lemma VerbNet
repeating repeat  ['say-37.7-1', 'stop-55.41
doin doin O | ?

county county [1 | N

holidays holiday ['weekend-561 | |
sending send  [confine-s2-1) send-11.1-1] |

Figure 5: Resultant File
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4. Subject and Object Identification:

In this step, we use the valid verb (this will be considered as a predicate) and
split the associated tweet with verb into two parts. The sentence before the
verb occurs; subject/s is extracted from it based on the types of Nouns and
Pronouns w.r.t the POS tagged words. Similarly object/s is extracted from the
part of the sentence or tweet which is present after the occurrence of the valid
verb/sentiment based on the types of Nouns and Pronouns w.r.t the POS
tagged words. At the end of this phase we will have triples (subject, predicate,
and object) of the tweet and the person whom the tweet belongs to in CSV

format file.

Person S P
['katype ['jessesair [love’]
['katype['do]  ['weep']
(katype[i]  [love]
[katypeli1  [love]

[katype['maddiso ['calm’]

['katype['i] ['loveT]
['katype[‘legendai ['hate’]
['katype['legendai['love’]
['katype [‘conditioi['love']
['katype[limalimc['hate’]
['katype['you', T [love]
['katype [katyscru: ['calm _
[katype[i]  [love]
['katype['you', ‘'me[love’]
['katype['i]  ['hate]
['katypel skywatea [‘calm’]

['katype[my 'mo [surpnse ['me’, ‘today', fby', 'agamst' ‘her’, sugar

O

['our’, taste’] -
['move’, ‘we', natlon' 'hate’, 'us']

['everything', 'for’, 'transformation’, 'nme'] )
['she’, 'out’, 'rules’, 'like’, 'boss’, 'she’, ‘debates'}
[', 'room]
['you']
[typos]
['you']
[ok'] N

['feature mstagram'}
1] |

['dives’]

['you', 'fcr’; ’t‘ 'proudfemlmst'}
['space’, 'my’, 'ocd’, 'on i', "https]
1]

cereal‘ ‘restrwl:u:msE 'https']

['katype[glrl‘ 'l‘, “['excite’] [For!, ‘vmas]

['Cristia [, ‘with!, ['love] _
[Cristia ['great’, " [love’].
['Cristia ["you'] ['love’]
['Cristia ['you'] ['hate’]
['Cristia ['if', ‘you] [loveT]
[Crstia[V]

[ove] [football,'nttp]

[it’, ‘visit', 'http;, ’Vhttp']

['http] |

['http’, 'be' 'mercunal‘ 'http'l

['nttp’, 'be’, 'mercurial’, *nttp’]

[‘football’, 'stay’, 'year’, ', ‘world' ‘champlonshlp ‘you ‘your' ‘friends’ 'http‘]

Figure 6: Resultant File (CSV)

4.3. Creating Relations w.r.t Ontologies (FOAF and OLIA)

In this phase of creation of relations w.r.t ontologies, the acquired triples and person
column, this data will is loaded onto software known as LOD Refine. LOD Refine is
software that is used to help in creating files in various formats. The conversion of file
that is required is CSV triples to RDF triples, in-order to apply ontological properties
to create relations among the data.

RDF stands for resource data framework. RDF itself carries properties which allow

the merging to data present in various formats or schemas. RDF files are created by
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making use of Uniform Resource Identifiers also known as URIs. The URI allows in
creating a structure which links the entity to the web. Before linking the URI to the
entity, the link is considered to be a namespace. This namespace when added against
the entity or word creates a link of that entity with the web hence becomes a URI.
After creation of the URIs, by making use of the associated properties present against
the web link a linked and label file can be created. This file then can be used for
visualization purposes (using rdf grapher or virtuoso server) or even SPARQL queries
can be applied to it as well to extract some data from an RDF schema. The file created

1s an RDF file which is in TURTLE format.

AL~ person |~ ipum |=s ERE i~o
10. Tkatyperry]  hitp fxmins com/foaiispeciiterm_sccounfkalyperry] [Bmabmonciz Tove' we? hate] Hon foorl arpTkaTYSET owSFeatrehmeT [ob)
T M. Tkatypersy] hitplixmins comifoatispecifierm_accourilkatyperry] [you', ] Nowe?] P o @ G-0kaSSET owst calue Dve | [ ‘nstagrar
12, [katyperry] mm]fmmhaﬁsmmm_mmmﬂ [katyscrush’, Typosqween] [caim] D DU oG Oka Trsiem onctF e i Caen | g
- e S R : —
14 [katyperry] ~ hitp ffxmins comvioat/speciSterm_account{katypeny] [you' ‘me’, ‘definiion’ ‘of, T, Yemmist [love] hitp Mpur rgoia SYSEET ouSF eatue ove” [yow Tor, T
15 [kalyperry] hitip-ifxmins com/foat/speciiierm_accouni[katypery] | 7] [hate’] hitp Ppurl orgiota sysiem owsT eatre e ma:e\-rwl
o T Mpe] |
16 [katyperry] hitp./xmins comfoaispecirterm_accourikatyperry] [ skywaterr] [caim]  htipipuri orgokasysiem owsFestrecaem] [ |
17. ' Tkatyperry] mmmm_mq\w'w, ‘mother] [surprise’]  hiip Fpurl arg/olaisysiem owSFealreTsrprse]  [me’ Today. By I
“aganst her',
‘resinclions’. hiips
18, [katyperry] hipiifxmins comfoalispeciierm_account{katypeny]  [gief, 7. ‘you' ', ‘mdmalinari] [excite]  hitp Fpuri orgicka/sysiem owisFeatre’excde]  [lor. wmas) {
e |

- 19. [Crstiano’] - hitpifxmins. com/foafispec/Fierm_accouni Cristiano] [T, ‘wilh'. 'my’, line] [love] ity #purl org/cla‘sysiem on=F eatwrelove]

W
!i
i

Figure 7: LODRefine (Creating RDF)

We create relations among the triples of tweets and persons by making use of FOAF
(Friend of a friend) ontology and OLIA ontology (based on linguistics).

Next, we create URI columns (uniform resource identifier) for the predicate column
as well as the person column. Namespaces are added alongside the predicates as well
as persons. FOAF ontology is incorporated with the person/account and OLIA
ontology with the predicate column. Next, we use the tags/properties provided by the
ontologies to make relations between the data. We also add relevant prefixes in the
file which serve as the headers. After finishing of this phase an RDF file in Turtle
(.tt]) format is created consisting of ontological relations of the data (triples and

person column).
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44. RDF Knowledge Graph Visualization
The relations among the data is created in the TURTLE file (rdf file). In-order to

visualize the relations that are created in the machine readable file based on
sentiments among people and their tweets, an online rdf graph visualization service is
used known as RDF grapher. The data from the file is placed in the text box and the
rdf grapher converts the file into an graphical representation in which after the

incorporation of ontological frameworks clusters within clusters have been created.
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Chapter 5
Results and Discussion

To demonstrate the validity of our proposed approach, we took the data from Harvard
Data verse which consisted of people and their tweets (about 50,000+ tweets). We
make sense of the unstructured tweets by splitting them into triples (subject, predicate
and object) where predicate serves as the feature/sentiment which helps in creating
clusters between related tweets and people whom the tweets belong to. To apply the
ontological frameworks/vocabularies, software called LOD Refine was used for

creation of links between the extracted data. The links are created using
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properties/tags, prefixes, URU/s, namespaces etc. As per our proposed approach we
are interested to extract relevant information from the unstructured tweets of people
based on sentiment and creating clusters within clusters of the relevant data by using
ontological vocabularies of FOAF and OLIA. The results acquired after completion of
each major phase have been discussed. The first result set (CSV triples) is gained after
the completion of linguistic analysis and triple creation phase. Similarly the second
and final result (RDF Knowledge Graph) is extracted by making use of the first result

set and after the completion of relation creation with respect to ontological phase.

5.1. CSV Triples

We have used tweets (unstructured) and people whom the tweets belong to, in-order
to extract triples (CSV format) by making use of sentiment list (present in CSV
format) and Natural language processing (tokenization, pos tagging, stop word
removal, lemmatization and verb net) in python. In the image given below are some

of the triples that have been extracted.
{'Person’: ['katyperry'], ‘S': ["jessesaintjohn', 'imma‘, 'of', '"spotify", ‘playlist’, "half’, “of', ‘on’, 'i'], 'P': ['lov
e'], "0': [‘our', "taste']}
{'Person’: ['katyperry'], '
{'Person’: ['katyperry'],
{'Person: ['katyperry'], '
{'Person’: [‘katyperry'], '
{'Person’: ['katyperry'], '
{'Person’: ['katyperry'],
{'Person’: ['katyperry'], '
{'Person’: ['katyperry'], '
{'Person’: ['katyperry'], °
‘P': [*love'], 0': [‘you']
{'Person’: ['katyperry’'], '
{"Person’: ['katyperry'], '

‘: ['do"], 'P': ['weep'], '0': ['move’, 'we', 'nation’, ‘hate’, "us']}

: ['1'], 'P': ['love’], '0": ['everything', 'for’, 'transformation’, "time']}

: ['i'], 'P': ['love’], '0': ['she’, ‘out’, ‘rules’, 'like’, "boss’, "she’, 'debates']}

: ['maddisonxperry’, ‘women’], 'P': [‘calm"], '0": ['i’, “room’]}

: [1, "p': ["calm’], '0": [1}

1], P Plove™], "0 [yeivl)

: ["lesbiyonce’, ’i'], 'P": ["love’], '0": ['kanye']}

: ['legendarymalek’, ‘crap’, 'i°, ‘i'], 'P': ["hate’], "0': ["typos’]}

: ['legendarymalek’, 'bb', 'i’', 'been’', ‘book’, ‘bearer’, ‘of’, ‘done’, ‘come’, 'for', 'me’],

: ['conditionalbabe’, 'for®, 'me", '1'], "P": ["love"], "0': []}

: ["limalimoncia’, 'love', 'we'], 'P': ["hate’], "0": ["ok’]}

{'Person’: ['katyperry'], 'S": ['you', "i'], 'P': ['love'], "0': ['feature’, "instagram']}

{‘Person’: ['katyperry'], 'S": ['katyscrush', "typosgween'], 'P': ['calm'], "0": []}

{'Person’: ['katyperry'], 'S": ['i'], 'P": ['love'], '0': ['dives']}

{'Person’: ['katyperry'], 'S": ['you', 'me’, ‘'definition’, ‘of', 'it", 'feminist', ‘amp’, "i'], 'P': ['love'], '0': [‘you',
"for®, "it’, 'proudfeminist’]}

NN e A A WA AW

Figure 8: Person and Triples (SPO)

5.2. RDF Knowledge Graph (Clusters within clusters)

To make relations between the extracted triples as shown above, we made use of
FOAF and OLIA ontology where FOAF ontology represents person to person
relationship, person to account relationship etc. and the OLIA ontology represents the
linguistics aspect of the relation which in this scenario occurs between the triples
(subject, predicate and object). Predicate is considered to be the feature on the basis of

which clusters/relations are created. Subject and object represent the valid words
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found in the tweets/sentences. In-order to make our approach effective, we have
incorporated the ontologies by using software called LOD Refine. LOD Refine helps
to load the ontology onto a platform so that it may be utilized accordingly. The
following image validates the csv triples being utilized and assigned namespaces and

URI columns along with properties and prefixes w.r.t FOAF and OLIA ontology.

— = Tr= P = 7 =
~ian = Pervon |~ PRl i~is [Te |Siom ~o
10 [katyperry] hifp.femins comoafispecSierm_accooniatypery] [imamonca Tove' we] Thate?; D SDur S STSeTT OwetlF ogure hate] [ok]
" 1 _accosllcatypenry] [yow’ T feve] b S 3 1 Teawrr msiagar
12, [katyperry] hip Zemins corsoalispeciionn_accounkaivpeny]  [kaiyscush’ Typosgween] Toas? L e e a T ) -]
13 1 _accouniatypeny]  [1] Towe] = [emes]
14 [kaiyperry] biipiwmine comfoatispecSierm_accounlatypeny] [you ‘me’ ‘Gefnlion ‘of T Temmsf owe] L TIPSR GG e o e %r. X
- T] Prousiemnst]
1. 1 _accounilaatrpesy]  [T] Puaee T SO FFTRTREN SeaF amee T Tspace my ml
o T Hilipe’ §
16 [xahyperry] Mg Somies comiicaispeciienm_accountkatypesy|  [sipsaes] [cmm] Mo pwr opCmsvEen cetemmelcan] [ i
L1 1 y_accouniatyperry] [Esy’ wmoher] [sarproe” “mm—fj]’-“w:
o cersal.
elom Mps
18 [atyperry] hiipSwming comcatispecStenm_accountkatyperry] [ga. T ‘you W ‘tmolmad’ feaciie?  hWipipus opolatysion oeiFcatee’exslie] (o wmas
19 accouni{Cristanc] [T, wily 'my’. Tne] Towe] L A TPEASIRES SuF tilee e IT vt MWy,
-]
20. [Crstanc] Wpamies comicalispeciierm_sccount Cristanc]  [greal ‘win' ‘might] Tiowe' PO oo DR ORSTTen xS amre Ove reeg]
2 _accouni{ Crisano]  [you] fiowe] D Fpar orpCiasrsen e amee o] MD b
g el ]
22 [Crsfanc] by nesing comalispecSienm_accoun] Crslanc]  [you] [nate’ MDD OrpORASYSieT OwilF e e M
meun el
B LaccounCriskano] [, ‘you'] Tiove] o ySIem owes [oomar w2y
e T e
Saoon=T
Yo your Thesc
I 24, [Cristanc] i idemins comioalispec®iem_sccount Crsianc]  [7] fiove] i #pun org/Cha-srsien oetsF e "Ce e R

Figure 9: Result set in LODRefine

After the assignment of properties, prefixes etc. the RDF file consisting of triples is

created as shown below:

Usage

foaf:account This property is used to
represent the person or
account (of the person) to

whom the tweet belongs to.

foaf:id/number The id or number is auto
generated. It assigns a
random id to the account of

the person or person
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themselves. For example

foaf:1, foaf:2

olia:hasSource

In this scenario, the
hasSource property is being
utilized for creating a
relation between the person
and the actual targeted
source which is the tweet

itself of the person/account.

olia:hasFeature

The hasFeature property is
utilized w.r.t the hasSource
property. From within the
targeted source, a relevant
feature (targeted object) is
extracted to create a

relation between them.

Table 1: FOAF and OLIA Properties

In-order to validate and verify if the relations among triples and persons have been
created and are correct, we have used the RDF grapher service to view the created
relations between the extracted relevant data by uploading our TURTLE (rdf) file.

The rdf grapher (online service) [38] converts the file into a visualization form as

shown in the image below:
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| [iewwesainijohn, ‘imma, 'eof, spotify’, 'plavlist’, 'half’, 'of 'on’, V']

[ move’, ‘we, 'sation’, ‘hate’, ‘us’] ]

[katyperry’]

_____J [everything . for’, transformation’ m‘]J

| [ahe', "out’, ‘rules’. ke, boss’, 'she’. ‘debates’]
L

o
"-\__m

m ['football', 'http’]
ohia: o
clia hasFeature b“-“‘-— e — sl
74
olia hasSource
[ [, ‘visit,, http’, ‘http’]
e
olia-hasSource !i -J| Fyou]
olia hasSource |
foal account ;

olia hasSource

clia-hasSource | m
foaf-account

ol hasSource

cha

\ W
4 b ['http’, ‘be’, ‘mercurial, http]

; Fw-——- [Cristiana ]

Figure 10:

[hate’]
Pae—
[
foafaccount
ha hasSource. [, ‘you']
| [football, ‘stay, ‘year, ‘i, ‘world’, 'championship’, ‘you', ‘yeur’, ‘friends’, ‘hitp] |
olia hasF "

- fowl®
rdfs: http-/iwwwow 1/rdf-schema#
foaf: http://xmins com/loaff0.1/

Final Resultant Figure (Clusters within Clusters)
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In another comparative analysis, the author/s in this study [42] have made use of
ontological technologies to do text clustering of web documents. The work aims at
clustering of certain text based phrases which serve as a base feature for the clustering
of the related documents. Ontology based languages such as OWL and RDF have
been used to implement the concept of clustering of documents using text phrases.
Although the concept of clustering is implemented using OWL but the relation
between entities of whom this document belongs to, which other person has a similar
document present online consisting of similar phrases; the relations between data
through which a certain pattern can be found or implemented is not done. In our work
we have made use of FOAF and OLIA ontology to implement the concept of
clustering as-well as pattern recognition. These technologies have been applied to
twitter data [47] which consists of a person column and a tweet/content column (only
the required columns are used). The gained results from our work show the creation
of relations among related entities based on extracted sentiment. For example the
person whom the tweets belongs to, the sentiment hidden in the tweet, if there is any
other person whom has a tweets with the same sentiment; all these links are created in

the resultant figure as shown above.
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Chapter 6

Conclusion:

This chapter discusses the conclusion of our work on semantic web technologies:
clustering and pattern recognition by making use of natural language processing as
well as semantic web technologies including ontological languages/frameworks, the
results and overall summarization of our research work. In addition, this chapter also
provides an overview of performed research and future work. We proposed an
efficient approach for extracting relevant relations from unstructured and unlabelled
data by making use of natural language processing and semantic web technologies
and to make the extracted relations be in machine readable format.

The motivation behind this proposed approach is that data remains unstructured, not
relational and not machine readable when used in-regards to machine learning [42].
NLP and semantic web technologies are used to find hidden patterns and relevant
information based on a specific sentiment in unstructured data. There is a lot of
information online and it becomes difficult to keep track of information that might be
related to one another based on some feature.

Subject, predicate and object are acquired by splitting up the tweets in the dataset and
extracting only useful and needed words/sentiments to create relations along with the
person whom the tweet belongs to. When our approach is compared to K-means
clustering or clustering algorithms of machine learning, such algorithms are efficient
enough to group entities based on a certain feature. The lacks in that approach are; we
are unable to group and create proper relations between the grouped entities on a
machine readable level. For example in K-means algorithm, clusters are formed but
the relations among those clusters based on a sentiment or opinion or a feature cannot
be formed or are visible in the form of clusters within clusters [6, 9, 10]. Another lack
is that the results gained from clustering and pattern recognition algorithms in-terms
of machine learning are not in machine readable format.

Our approach focuses on creating the relations among the relevant data based on
sentiments, related tweets of people having similar sentiment are linked together and
are present in machine readable format as well (.ttl file). The need for including a
sentiment analysis algorithm was excluded because the training and testing of the data

1s not required as well as based on sentiment polarity, data can only be classified
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under negative, positive and neutral categories. We require solid sentiments present
within a sentence, on the basis of which clusters within clusters are created.

Hence to fill this gap a list of sentiments is created in CSV format having more than
70 sentiments. No specific library dedicated to a list of sentiments is found in-terms of
python for example a library equivalent to verb net.

Based on our result and experiment, we observe that we can extract relevant relations
from unstructured data (tweets) by incorporating semantic web technologies.

For the future work, we are planning to take other kinds of unstructured data as-well
and extract relevant information based on hashtags, topics or opinions w.r.t natural
language processing and semantic web ontologies and we are planning to create and
apply sparql query/s for the machine readable files to extract data from various
formats of RDF files.
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