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ABSTRACT

Plastic pollution is a growing concern around the globe which possess long term

environmental, health and economical threats. To minimize these threats computer

artificial intelligence has stepped in with its domain computer vision to successnllIY

identify the plastic waste in the wild. In this research, we propose a supervised learning

object detection hamework to hnd and localize waste bottles in the wild using UAV images

dataset as plastic waste bottles are one of the toP three most abundant plastic waste material

but since bottles in UAV images are very small and sometimes transparent with complex

ba(,.kgTounds9 it could be a very challenging task to correctly detect and localize such

objects. For that reason9 we have made use of ensemble methods since they can improve

the object detection performance. In our implementation we have used voting strategY for

ensembling the output of deep learning convolutional neural networks (CNN) based object

detection models since deep neural networks are fantastic at supervised learning and were

able to outperform any corresponding model or technique. Best results were obtained bY

ensembling a strong single stage object detection model, RetinaNet with a powerhll two

stage object detection model9 Faster RCNN with an AP value of 92%. Further, a detailed

analysis of the dataset and benchmarks are presented in this research. This research also

shows that choosing the right models for ensembling is CIUcial since in our testing we found

that ensembling a weaker model with a strong one tends to decrease object detection

performance! for that reason a detailed literature review was constructed and some exlstmg

models and tectmiques are presented in a brief comparison tabular form. Further, we have

also showed the importance of data cleansing bY the application of data prqparahon

tectmiquesp since going straight from data collection to model training leads tO suboptimal

results

vii



TABLE OF CONTENTS

DEDICATION .....................................................'''''''''''''"""""""-"""'
V

A('KNOWLEDGEMENT .............................................................„„„„„„"""""-'-"""-""""""" ' vl

MSTnU ........................................................-....„„'-„„„'--„„„„„„-„„„'-""""""""""""""""- VII

TABLE OF CONTENTS .....................................-....-...„„'-„„„„„„-„„„'-„""""""""""""'-"-"'vl11
LIST OF TABLES ....................................................'...-.....„„-„„-„„„„„„'-"-"'-"""-"""""'--"""' xl

LIST OF FIGURES ...........................................-...........„„„-„--„„„„„„„„-""'-"'-"""""""'--"""'x11
LIST OF ABBREVIATIONS ...................................................'....-........"""-"""-'-"'-"""'-"""'xlll

C'mPTm I ........................................................-............-„„„„'-„„„„„„„„""-"""""""""-"""--"' I
1

4

iNTRODUCTION................................................''-'''''''''''-""""""""""

1.1 BOTTLES AND PLASTIC ....................................-..............-........'-„„„„„'-„"-"""""" I
1.1.1 Excess of Bottles .........................................--...„„„„„„„„„„„„„„„„„'-""""""'-""" 1

1.1.2 What is plastic? .................................-......„„'-„„„„-„„„„-„„„-„"""""'--""-"""-""" Z

1 1.3 Horror of Plastic waste and PET Bottles as One of PrimarY Waste Source --"""'-" 3

1 1 4 How to &a1 with bottle lner?............................-.......„„'-„'-„„„„„„-„'-„„„„„""""'4
1.1.5 Plastic recycling ....................................''""""-""""""-"'-""""

1 1.6 The environmental benefits of plastic ................................-..„„-„„„„„„„„„"""""" 5

1.1.7 Effects of plastic waste on land...........................-..-...-...„„'-„„„'-„„„'-„""""""""" 6

1.1.8 Effects of plastic on climate change .„„„„„„„„'-„'-„„„„'-„„„„„„'-'--„„"""-'-"-"'--' 6

1.2 NIOTrVATiON.........................................................-.-.„'--„„„„„„„„-""""-"""""'-""" /
1.2.1 Current trend of fInding plastic bottles ...........................-.........-.„„'-„„„„-"""""'-" 7

1.3.8 Obje',t detection and ensemble methods ...................................---.......""""""-"""" 8

1.3.9 Ensemble methods .....................-............„„-„'-„„„„„„-„„„„„„„„„„„„'-"""-"""""9
1.5 MAIN CONTRIBUTION......................................................-.-....„„„„„"""""""""""'9

1.5.1 Problem statement......................„'-„„„„„'„-„„-„„„„„„„'-„„„'-„„""-"""'-'-"""""" Y

Why ensemble learning works? ....................................-.......„„„„'-„"""-""""'-"-' IO

Research Questions .......................................'-„„„„„„„„„„'-„„„„„-""""""""""" IU

Aims and objectives ........................................„„„„„'-„„„„„„„„"""""-""""-"-"'- 1u

Proposed Solution ..........................-........'..„„'-„-„„„„„„„'-""""""""""""""--""' 11

1.5.2

1.5.3

1.5.4

1.5.5

viiI



1.5.6

1.5.7

1.6 Thesis Organization .....................................................'.....-...--..-...'-„„„„'-'-„„„„„„„-' 12

CHAPTER 2 ...............................................................................................................-......'.'--„„„ 14

LITERATURE REVIEW .....................................................................................-.-......-......-'-„' 14

2.1

2.1.1

2.1.2

2.1.3

2.1.4

2.1.5

2.1.6

2.1.7

2.2

2.3

2.4

2.5

2.6

2.6.1

2.6.2

2.6.3

2.6.4

2.6.5

2.6.6

2.6.7

2.6.8

2.6.9

2.7

CHAPTER 3 . .

DATA AND EXPERIMENTATION ...........-............................................................................. 39

3.1 FRAMEWORK ELABORATION ............................................................................. 39

3.2 DATASET..................-.......................................................................................-..........41

3.2.1

3.2.2
3.2.3

Materials and Tools........................................................-................-......„„-„„„„„' 12

Evaluation metrics ...............................................-...........-.......„„„„„„'-„„„--„„„„ 12

BACKGROUND ...............................................................................-....--............„„„„ 15

Artificial Intelligence ....................................................-..„„„„„„„„„„„„„„„-„„'-' 16

Machine Learning ..............................................-.-.....-.....'-„„„„„„„„„„-„„„„„-„„ 16

Computer Vision................................................................-.....„'-„„„-„„-„„„„„„„ 16

Data Science..............................................'................-...„-„„„„„„„„„„„„„„„„'-„' 17

Deep Learning.............................................-.......-.......-....'-„„„„„„„„„„'-„„-„„„'-' 17

Neural network v AJti6cial neural network v convolution neural network ........... 17

Supervised Lear@ .........................................-..............-......-„„„'-„„„-„„'-'-„„-„ 18

Object Detection..................................................'...........-...........'..„-„„-„„„„-„„„„„„' 19

Object detection from Unmanned Aerial Vehicles (UAVs) images .........„-'-„„-„„„ 20

Severity of plastic and plastic bottles ..........................................................-........-..... 22

Current trend of cleaning waste and Waste sorting or segregation ...„'-„„„„„„„„' 24

OBJECT DETECTING TECHNIQUES AND MODELS ....................................... 27

Two-stage vs One-stage Detectors: ............................................-....-.............-„'-„'- 27

KerasRdinalVet ................................................-..........-...........„-„„„„„„„„„„'-„„' 27

FCOS: Fully Convolutional One-Stage Object Detection ...................................-. 28

Feature Pyramid Networks for Object Detection...............................................-.„ 28

Resnet...........................................................-........-.....-......„„„„„'-„„„„„--„„„„„„ 29

MMdetedion library ............................................................'.-„„„„'-„„„-„„'-'-„„„ 30

Deep_learning algorithms implementations in literature.....................................-.. 30

Ensemble methods in liter&ure...........................................-..........-......'-„„„-„„„„ 33

Image segmentation techniques .........................................................................'-„ 34

EXJSITING MODELS AND Tl.C'HINIQUES – A BRIEF COMPARISON.........35

eSPn Be + eTP oaT+!+POBFB+!+gBne•• •••••••••••••••••••• W /

bata Preparation............................................................-..-.-...............„„„„„„„„„'- 42

bata gMhering .................................................................--...-..-...-......-....„„„„„„„' 42

Challenges with conventional datasets ...............................................-.................-. 43

tx



3_2.4 Understanding UAV-BD – Data Discovering........................................................ 47

Preparing DataSet – Data cleansing....................................................................... 48

Data Transform and enrichment ............................................................................51

3.2.5

3.2.6

3.2.7 Storing the Finalized dataset .................................................................................. 52

3.3 EXPERUVIENTS .......................................................................................................... 53

3.3.1 Model selection...................................................................................................... 54

3.3.2 Modeling –mmdetection models........................................................................... 55

Challenges and how to overcome them?................................................................ 55

Modeling - Keras-RetinaNet.................................................................................. 56

Modeling – Yolov3-darknet................................................................................... 58

Modeling – Mask-RCNN....................................................................................... 60

Ensernbling – Models ............................................................................................ 61

3.3.3

3.3.4

3.3.5

3.3.6

3.3.7

CIIAPTER 4 ...................................

RESULTS AND EVALUATION.........

,.. 63

,................................................................................... 63

4.1 SOME DVIPORTANT DEFINrrIONS....................................................................... 63

Intersection Over Union (IOU) .............................................................................. 63

True Positive, False Positive, False Negative and True Negative ......................... 64

Precision................................................................................................................. 64

4.1.1

4.1.2

4.1.3

4.1.4 Recall ..................................................................................................................... 65

4.1.5

4.1.6

Precision x Recall curve......................................................................................... 65

Average Precision .................................................................................................. 65

Interpol&ing all points ........................................................................................... 66
INFERENCING MODELS ......................................................................................... 67

4.2.1 Inferencing – Models on PASCAL-VOC evaluation Metrics ............................... 68

4.2.2 Comparison ............................................................................................................ 72

4.2.3 Inferencing – Mmdetection Models on COCO metrics – Benchmarks ................. 73

4.3.3 Interpretation.......................................................................................................... 75
CONCLtJSION ............................................................................................................................ 77

FUTURE WORK......................................................................................................................... 78

4.1.7

4.2

REFRENCES 79

X



LIST OF TABLES

Table 2. 1: Comparison of Existing Object Detecting Models from Literature ............................ 36

Table 3. 1: Comparison of Inference results of our models with corresponding paper ................ 72

XI



LIST OF FIGURES

Figure 1. 1 Difference between ANN and CNN .............-.................-....'.„-„„„„-„„„„„„„„-„„„„ l:
Figure 1. 2 Supervised Learning Approach Model.............-..-.......-...........'-„„„„„-„„„„„„„„„„„ l?
Figure 1. 3 Proposed Solution General View.............................................................-.-...-„„„„„„ ll

Figure 3. 1 Proposed Framework Detailed View Illustration ....................................................... 40
Figure 3. 2 111ustration ofUAV-BD ................................-......................'..„„„-„„-„„„„„„„„„„„„ 41

Figure 3. 3 UAV-BI)Al Data Pmparation Process ................................................................-...... 4?

Figure 3. 4 TrashNet Trash I)MaSa..............................................................--..............-.......'.-„„' 41
Figure 3. 5 ThePlasticTide UAV Plastic DataSet .........................................-.-.....................„„„„ 44
Fjgure 3. 6 MAX-AI Waste Sorting Plastic I)MaSa ........................................................-.-...-...-. 46
Fjgure 3. 7 ZenRobotics Waste Sorting I)naSa .........................................................................- 46
Figure 3. 8 Difference Between Conventional DataSet and UAV BD DataSet..........................-. 47
Figure 3. 9 Difference between annotations of UAV BD -...-.-.....-.......:„„„„„„-„„„„-„„„„„„„„' 51
Fjgure 3. 10 Blush&ion ofUAV Bl)Al ..............................................-..-..-..'-'-„„'-„„„„-„„„„„„„ 53
Fi;ure 3. 11 UAV_BD PAS(.- AL_VOC to UAV_BDAI PASCAL-VOC Annotation Conversion 53
Figure 3. 12 1mage upscaling for anchor adjustments .........................................-......-............'-„' 5Z
Fjgure 3. 13 Random-Transform Image Augmentation...................................-....-........-.......-.„„' 57
Figure 3. 14 Keras-RetinaNet Training and Validation Loss Graphs ......................................-.... 5?
Figure 3. 15 UAV-BD MS-COCO to darknet '.txt’ Conversion ..........................................-....... 5?

Figure 3. 16 Yolov3-darknet Training loss Graph ..........................................-.„„'-„„„-„„„„„„'-' 60
Figure 3. 17 Faster RCNN and Mask RCNN...................,.........................-........-.-......---.....--„„-„ 60

Figure 3. 18 Faster-RCNN Training Loss Graph...............-....................„„„„'-„„„„„„„'--„-„„„„ 61

Figure 4. 1 1nference Results of Yolov3 ...........................-......................'.„„„„„„„„„„„„„„„„„' 61

Fjgure 4. 2 Inference Results ofRdinaNd keras ......................................................................... 68

Fi£ure 4. 3 Faster RCNN keras Inference Results ..........-..........................................-.....-....-...... 6?
Fjgure 4. 4 Inference Results ofEnsembling Yolov3 RetinaNet and Faster RCNN „„„-„„„-„„„ 70

Figure 4. 5 1nference Results of Ensembling Yolov3 and RetinaNet .............„„„„„„„„„„„„„„„ 70
Figure 4. 6 1nference Results ofEnsembling Yolov3 and Faster RCNN ..................-'-„-'-„„„-„-' 71

Figure 4. 7 1nference Results ofEnsembhng RetinaNet and Faster RCNN ...........-.....-.......--.-.... 71



LIST OF ABBREVIATIONS

Yolo

AP

FCOS

ANN

CNN

PET

SVM

PCA

Al
Cr

OBB

HBB

SSD

TP

FP

TN

FN

UAV

IoU

NGO

You Only Look Once

Average Precision

Fully Convolutional One-Stage Object Detection

Artificial Neural Network

Convolutional Neural Network

Polyethylene Terephthalate

Support Vector Machine

Principal Component Analysis

Artificial Intelligence

Computer Vision

Oriented Bounding Box

Horizontal Bounding Box

Single Shot MultiBox Detector

True Positive

False Positive

TIue Negative

False Negative

Unmanned Aerial Vehicle

Intersection Over Union

Non-Governmental Organization

xii



CHAPTER 1

INTRODUCTION

Excessive and increased consumption of plastic or poIYethYlene terephthalate

(PET) bottles in everyday customer application has he effect in bottled-water as qUickest

d,„,1,.pi.g b,„„,g, m„„,f,chang industry in whole wc"ld' From a ct"tomer statistica1

,u„,yi„g ,.„ga„i,ati',n "Eu,om,nit„, The Guardian" has pt:lblish a report whi'h saYS that

,„,u„d 20>OOO p1„ti, b,ttles are brought everY daY world*“ide' Aro:lnd 480 billion plastlc

bodes were bought c,mp„h,,,i„,jy i. 20r 6 h,. w,„„ '"'ly h'if 'f them got recycle [1]

PET is kind of plastic which hold crucial importance in our everyday life' it IS a

well_known business used polymer having application running Rom fabrics’ packagIng’

nlmS9 shaped pad, f„ „,) g,dg,t,, and a 1.t m.„. Y'" ”n S” this renowned clear plastlc

around you as water botH, „ „n d,i.kb',ttl,. P,.,ly'thy1'"' t”'phth'late (PET or PETE)

i, , b,,.„dly U„n,1 th„m,pl„tic polWers or sWhetic polWers and theY bel011gs to a

subcategory of polyesters from polWers famiIY [2] '

1.1 BOTTLES AND PLASTIC

1.1.1 Excess of Bottles

EveW y,M „,md th, gl.b,9 ,Im.,t 89-billi„'-liter water iS bottled and 11sed'

Wh,1, „,tai,adon of puTined water around the globe in 2004 was practica11Y twofc)1d than

th,t .f 1997. Addidonany, ar011nd the globe YearIY gowing-rate of plastic water bottle
utilization was 6.2% Rom 2008 to 2013'[3]'
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What is plastic?

Plastic is produced using polymers. Long, revising chains of molecular group. In

nature polymers can be found everywhere, silk, the walls of cells, hairs, bug and worms

carapaces, DNA, but on the other hand it is also possible to make them synthetically. By

breaking raw petroleum into its component parts and change them by rearranging, we can

frame artificial polymers. Artificial polymers have unique characteristics. They are tough,

lightweight and can be molded into practically any shape. Not requiring hard work, which

is time consuming, plastic can be well mass produced, it is extremely economically, and

its crude materials are accessible in huge quantity and thus the golden age of plastic started.

Now a days, almost everything around us is partially made from plastic, vehicles, our

clothes, computers, phones, furniture, and houses. Plastic has since stopped to be

revolutionary and progressive material, rather it became junk. Plastic packs, Coffee cups

or ’stuff to rap a mango. We do not consider this reality a great deal, plastic just shows up

and leaves. Shockingly, it does not. Since artificial polymers are solid, plastic takes

somewhere in the range of 500 and 1000 years to biodegrade [4]. In any case, one way or

another, we all chose to utilize this overly risky and super tough material for things that are

supposed to thrown away.

Sadly, just to ban plastic is certainly not a conceivable solution for this issue. Plastic

pollution is not the main challenge of environmental change we must face but some

alternatives we use instead of plastic, have a higher impact on environment in many other

ways. For instance, as indicated by a report, published by government of Denmark, a single

use of plastic bag requires little vitality, and creates less carbon dioxide releases than a

reusable shopping bag made of cotton. You would need to utilize your cotton bag, 7100

times before it would have a lesser sway on planet than a shopping bag made of plastic [5].

Thus, we are left with a confusing procedure oftradeof:fs.

Everything has an affect some way or another, and it is hard to pin down the correct

balance between them. On the other hand, plastic helps to tackle issues that we do not have

better solutions for right now. Internationally, 1/3 of eatery or foods that is delivered or



ever bought is never eaten and winds up decaying on landfills, where it produces methane

[6]. Plastic packaging is still the most ideal method for keeping food from ruining and

avoiding waste.

1.1.3 Horror of Plastic waste and PET Bottles as One of Primary Waste Source

Plastic waste is a horror that the world is facing right now. A lot of which is ending

UP in our oceans and is ultimately finding its way back to humans, in our bodies! through
food chain, in a micro-plastic (MP) form [7], [8]. Micro-plastics are pieces little than 5

mm. Some of them are utilized in beauty care products or toothpaste9 but most of them

come from the plastic waste floating in the oceans because it is overly exposed to extreme

UV radiations and disintegrates into littler and littler pieces. 51 trillion such particles coast

in the sea where they are somehow more effectively eaten by all the marine life [9] .

It has a destructive effect on marine ecosystem and pose a long-term economic and

environmental threat [6]. Major element, making it to the top three of the most abundant

plastic litter materials are plastic or PET bottles as stated in a report by International Coastal

Cleanup 2017 [10]. Then again PET is also one of the most recycled thermoplastics9 & as

its recycling symbol is still the number '1’ icon [2].

This has raised pressing concerns among researchers9 particularly about health

threats eoIn harm full chemicals that are mixed with plastic. BPA (bisphenol A), for

instance makes bottles of plastic transparent, and there are arguments and proofs that states

BPA interferes with our hormonal imbalance [11]. Plastic can be made flexible by adding

DEHP (Di-2-ethYlhexyl phthalate) however it may cause cancerous growth [12]. It is

extremeIY terrible that small scale plastics (MPs) are poisonous as they travel up the food

chain. Zooplankton swallow MPs, tiny fish eat zooplankton, so do the predator fish, crabs,

and ousters and they all end up on our plate. MPs have been found in household dust around

us, in honeY, in beverages and even in tap water. 8 infants out of 1 0 and about all grown-

UPS have quantifiable measures of phthalates (a typical plastic added substance) in their

bodies and 93% of individual adults have BPA in their pee [13]. It is sheltered to state that

3



a great deal of stuff happened for which we were not ready and that we have lost power

over plastic.

1.1.4 How to deal with bottle litter?

Among the solid and hard waste materials, a lot of attention has been attained by

plastic since synthetic polymers are not effectively biodegradable. Waste PET bottles are

one of the primary causes of plastic waste. Main usage of PET bottles are carbonated

beverages bottles and mineral water bottles. Since, Biodegradation of one PET container

left in nature can last around 500-1000 years, subsequently, this poses many environmental

threats to equally marine and terrestdal zones. Plastic bottles waste is environmental issue

which is are hard to biodegrade so it should be handled either to reuse or recycle it.

Suppliers are taking a shot to decrease the waste of plastic pollution. PET is

currently recycled in numerous nations that are creating explicit waste administration

approaches. One solution was from France, huge amounts of PET bottles were gathered in

France: it shows recycling-rate of 51% so the gathered PET bottles can be reutilized to

make grade r-PET quality recycled products [3] .

1.1.5 Plastic recycling

The conception of Earth as an infinite source of natural resources, and at the same

time, as the storage place of produced waste by the human being is an idea considered as

the past. Globally 335 Mt of plastic pollution which include excessive use of plastic bottles,

plastic bags, microbeads is produced every year that defiantly influences natural life,

natural life living space, and people, out of which under 9% of plastic waste is reused or

can be recycled [14]. Majority of the plastic squanders are disposed of into landfills causing

serious nature concerns.

4



The import and export of plastic waste has been recognized as one of the important

reasons of marine life struggling seek a shelter from plastic waste. Countries bringlng in

the waste plastics #equently do not have the ability to process all the material. So, the

United Nations has forced a prohibition on import export of plastic waste materials if it

doesn’t meet certain criteria [15] .

1.1.6 The environmental benefits of plastic

Since9 we cannot just ban and give up plastic as it helps solve the problems that we

do not have alternative answers for now i.e. preventing food from spoiling through plastic

packaging etc. Plastics give a scope of potential environment rewards. For instance,

replacing wood or metals for plastic in vehicles diminishes weight and makes the

productivity energy efficient. Plastics additionally does a great job in general wellbemg

encouraging clean transportation of drinking water and clinical gadgets to destinations of

need9 (for example, emergency sites). Plastic pack likewise decreases food wastage bY

using enhanced environmental and atrnospheric packing to enhance the shelf life meat and

vegetables.

Another example nom conslructional industry is that past studies have indicated

that the use of ground waste bottles of plastic can be utilized as inadequate substitution of

sand in a concrete bricks creation> which is one of the anal completing materials for which

output and demand is lately getting high, to beat the excessive use of sand and the

atmosphere influence brought about by the mining procedure of normal sand and poor

disposal, utilizing waste plastic bottles as intermediate change of sand seems to be an

excellent choice [16] .

In spite of the fact that there are socio-environmental advantages nom plastlc use9

worldwide reliance upon single-use buyer item packaging raises important environmental

concerns. Around 40% of the all the plastic waste ever generated around the world has

never ended in recycling facilities or managed landfills [6] .
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1.1.7 Effects of plastic waste on land

Plastic waste represents a great threat to the animals9 plants and individuals –

including people who depend on the land. The total estimate of plastic pollution on land is

somewhere around 23 times than that of ocean [17]. The amount of plastic which is poised

is more concentrated and grater on the land, then in the water. Plastic waste which are

mismanaged reaches 60 percent in East Asia and Paci6c to 1% in North America. The

mismanaged level of plastic waste reached at the sea every year and subsequently become

out to be plastic marine waste which is almost 33% of total waste annually [17] .

1.1.8 Effects of plastic on climate change

In 2019, a new report was published by “The Center for International

Environmental Law”, which emphasize on the effect of plastic which includes plastic

bottles, packs have impacts on climate change [18] .

The impact of plastics on environment and climate change is mixed like global

warming. Plastics are commonly produced using petroleum. When the plastic is burned> it

builds carbon discharges; when it is discarded in the landfills, it turns into a carbon sink.

Sometimes plastics that caused methane emanations are biodegradable. Because of the

softness of plastic against glass or metal, energy consumption can be reduced. For instance9

plastic packaging used for beverages and refreshments in PET plastic instead of glass or

metal is evaluated to save transportation energy by 52% [18] .
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1.2 MOTIVATION

1.2.1 Current trend of finding plastic bottles

What we normally observe aggregating at the ocean side is “Less than the tip of

iceberg, maybe a half of 1% of the total plastic litter,” says (Erik Van Sebille) an

oceanographer at Utrecht University Netherland) [19]. So where is other 99% of ocean

plastic? Unsettling answers have recently begun to emerge. We do not know yet clearly. it

can be in wildlife, water or in beaches [19] .

Plastic waste, a lot of which is PET or plastic bottles litter) is a pressing and

concerning issue as it poses long term environmental, economics and health threats to

humans and all living creatures on planet earth. So, it needs to be prevented and cleaned

UP. Few developed countries have taken initiatives and have started addressing this issue.

Thls major problem is faced due to improper waste management and plastic waste littering

[20]9 [21]. The current trend is to efficiently segregate the waste in order to appropriately

deal with it [22]. One way of doing that, is manually collecting the plastic litter but

manually finding it for collection is a very time-consuming task. For that purpose> the need

of an efficient process is clearly inferred, which can be done with the help of artificial

intelligence (AI) and Computer vision (CV) i.e. taking aerial images of interested area

using unmanned aerial vehicle (UAV) and use it for detection analysis.

There are research based and community service based non-governmental

organizations (NGO’s) private projects as well as governmental projects going on around

the globe focused on finding the plastic litter. For example) an NGO from United KIngdom

with their plan “Plastic Tide”, wants to build a software that will automatically pick out all

the pieces of plastic that wash up on the beaches [23]. Sop what the Plastic Tide is doing it

is using UAV technology to image beaches in a way that has never been done before, on a

scientific scale. So that you can build up a picture of how much of that missing 99% is

washing UP on our beaches, the pictures taken are then transferred to a scientific supporting

public-sourced website and platform called “Zooniverse”. That will build-up and develop

a lot of data, which will be utilized to prepare a machine learning algorithm to spot plastic

without anyone else - no people required. The expectation is that, in the long run, anybody

will have the option to fly drones, take pictures, at that point systems will consequently
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check the pictures and decide the degrees of plastic contamination of pollution and wastes

on a beach. It is a private organization and their dataset is not available to the community.

Plctures taken from drone can be accumulated by The Plastic Tide are transferred to

Zooniverse, a community-based science site where many community science volunteers

made countless labels of what is and what is not plastic litter. They utilized this

extraordinarY and informative dataset to prepare the algorithm, which is a machine learning

algorithmp explicitIY a tYpe called a Convolutional Neural Network (CNN). The algorithm

utilizes these large number of labelled-tags of marked plastic pieces – with the end goal
that it will be able to determine what is a plastic piece and what is not on real time data

The detecting system on its default settings does precisely recogDize around 25% of the

plastic pieces, which “Plastic Tide” finds promising outcomes given that it is a very
challenging task [23] .

Another example is> (Jinwang et al.,) presents benchmarks and a dataset of bottles

for low altitude UAV object detection [21]. For bottle detection they constructed some
baseline models for example, Faster R-CNN> RRPN9 SSD and yOLOv2 with Oriented

Bounding Box (OBB) technique which gives angle information of object for robot

Wasplng, the accuracies theY have achieved are 86.4%, 88.6%, 87.6%, 67.3%, respectively

[21 ]

1.3.8 Object detection and ensemble methods

Object detection is the task of determining the position and category of multiple

obJects in an image. CurrentIY, the most successful object detection models are based on

deep learning algorithms, and they can be split into two groups: one_stage and two_stage

detectors. The former divides the image into regions that are passed into a convolutional

neural network to obtain the list of detections – these algorithms include teclmiques such

as Single-Shot Detector (SSD) [31]or You Only Look Once (YOLO) [32]. The two_stage

object detectors employ region proposal methods, based on features of the image! to obtain

lnterestlng reglons, that are later classified to obtain the predictions – among these
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algorithms, we can find the Reginal Convolutional Neural Network (R-CNN) family of

object detectors or Feature Pyramid Network (FPN) [33]. Independently of the underlying

algorithm, the accuracy of these detection models can be improved thanks to the

application of ensemble methods.

1.3.9 Ensemble methods

It combines the predictions produced by multiple models to obtain a final output.

These methods have been successfully employed for improving accuracy in several

machine learning tasks, and object detection is not an exception. We can distingpish two

kinds of ensembling techniques for object detection: those that are based on the nature of

the algorithms employed to construct the detection models, and those that work with the

output of the models. In the case of ensemble methods based on the nature of the

algorithms, different strategies have been mainly applied to two-stage detectors. In the case

of ensemble methods based on the output of the models, the common approach consists in

using a primary model which predictions are adjusted with a secondary model [34]

1.5 MAIN CONTRIBUTION

1.5.1 Problem statement

In UAV images, background is usually very complex and objects are very small

compared to conventional datasets which generally results in poor detection performance

and since bottle size is very small, state of the art object detecting models like YOLOv2

does not perform very well in this case.
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1.5.2 Why ensemble learning works?

It means combining different machine learning models to get better prediction.

Fundamental thought is to get familiar with a lot of classifiers (specialists) and to permit
them to cast a vote.

Advantage: Improvement to get accurate prediction.

Disadvantage: it is hard to understand a group of classiners.

The technique this research incorporates is proposed by (Angela et al.,) [37]. Its

ensembles the output of detection models using different voting strategies. The method is

independent of the underlying algorithms and frameworks, and allows us to easily combine

a variety of multiple detection models

1.5.3 Research Questions

• Concerning the challenging dataset, will existing object detection models when

used in ensemble methods, successfully perform object detection for analysis?

• what are the parameters that affects the accuracy and performance?

1.5.4 Aims and objectives

•

•

•

To prepare a research which offers to minimize environmental and economic

issues posed by PET bottles using machine learning algorithms.

To prepare a research, which will provide assist to other researches regarding

detection of plastic waste.

To take help from already available researches, smart thinking, and a desire to

put a small dent in a huge problem.



• To improve the results of object detection problem by using currently available

object detection models in ensemble methods. The goal here is to avoid

optimizing the models and just to ensemble these models in a simple ensemble

method technique to achieve better results.

1.5.5 Proposed Solution

We propose an imagery-based framework for visual shape-based object detection,

particularly (PET) bottles in the wild. It will use image segmentation methods prior to

ensemble learning for preprocessing in order to separate objects from background and

image classification methods in ensemble learning for classification. Our focus is on

dealing with the problem of small bottle size as well as complex image background. We

will evaluate our framework on the dataset of UAV bottle litter. A general view of proposed

framework is illustrated in the figure 1.3 .

Pre processing a Data Chunks
Dataset

Final

Classification
Ensemble

via Voting Classifications and

object detection

Figure 1. 1 Proposed Solution General View
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Materials and Tools

•

•

The dataset that I have acquired for my research iS presented by (Wang. et al- 9)

since we want to focus on the plastic or PET bottles litter in the wild [21] '

For expel{mentationS9 training! testing9 validation, and visualization We have

used Python 3.7 with machine leaning and deep learning libraries &

framewOrks like pytorch2 tensornow, keras, darknet, numpY, mx-net> C)penCV9

Matplotlib etc.

For training md evaluation of models9 1 have made use of google colaboratory

as well as a local machine with nvidia c;uda enabled GP 104 graphlcs processor'

For referencing in my thesis write-up9 1 have used a referencing tool ca11ed

Mendeley.

•

•

1.5.7 Evaluation metrics

For evaluation of the test set, PASCAL VOC evaluation metrics with Preclslon x
Re1,/aU curve metrics and Average Precision metrics with all point interpolation method 18

used as this is the latest method used by PASCAL VOC challenge[38] '

1.6 Thesis Organization

This thesis is divided into 3 sections thus have 3 chapters' The first chapter’

introduction, builds understanding of the problem with respect to domain’ discuss

tec}miques and tools used for testing and evaluation and presents a proposed hamework
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In chapter 2 a detailed literature review is constructed, and a comparison of existing models

and techniques are presented in a tabular form. Finally, in last section, chapter 3, a detail

analysis of experimentations is done, and benchmarks are presented.
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CHAPTER 2

LITERATURE REVIEW

Since the plastic problem has been brought to light recently and the world is still in

the phase of realizing Me extent of its severity, limited research has been done on the issue

,f h.w thi, m,tt„ „„ b, ,,nt„11,d through tech110lagY. How comp11ter science and

t,dm.bgy ,,. „,nt„ib„t, in this matter is by givi11g ef6cient methods and te')h11iques for

fi,ding ,„d d,t„ting p1„ti, W,St, ,c,tt„,d around the worId so it can be Go11ected and

processed.

In hteratu', t„b„iqu„ ,„.h a C,.„„,.,lud„.,1 N,u„I Networks (CNN), Pri11c'ipa1

C,mp,.,„t M,1y,i, (PCA) ,„d S„pp„tV„tor Machines (SVM) ha*'e been =lsedto detect

th, ph,ti„ p„„nt in th, w„t,. An ,ut,matic waste sorting approach is presented bY

(SMr. et al) [22]. They have done segregation of different matedals (plastic) paper and

mM) from waste using im,g„ ,.d h,*, .M„p„,d CNN with SVM with 83% and 94'8%

„,„„,y „,„lts respectively [22]. Their information is 256 * 256-pixel gaaIs picture of

the waste. For their CNN engineering) they use AlexNet model' Their SIN uses a pack of

highlight, g,t by p„,ing ,n 8 , 8 wind.w ,„„ the entire image. EverY calc=llation makes

an alternate classifier that isolates squander into three primary classifications: plastlc’

p,p„9 ,nd m,t,1. They accomplished a W011phlg accuracY of94'8% with SVM’ wme CT

had a precision of 83%. The approach used here have focus on the classincMion ofspecinc

.bj„t, wh,h „,t t, limit from distance. (Lorenzo-NavarKy et al',) have d("" it 11tlllzlng

pictures9 shading based and shape-based highlights, alongside a Random Forest classiner’

and have accompli,h,d p„,i,i',n .f 96.6%) p„„i,ing f'u' ”rts of particles (Mic'K)

Plastics) for instance tar9 line, pellets and frawents[7]'
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Other frameworks such as YOLOv2 have also been used for object detection but it

does not work very well on the objects that are far away in the image[39]. Another research

is a waste related which intended to coarsely section a heap of trash in a picture. The author

used an optimized pre-trained model AlexNet [35]. Their methodologY centers around

portioning a heap of trash in a picture and gives no insights regarding sorts of squanders m

that fragment. There exist moves toward that characterize trash into reusing classifications;

propose a framework to group sqllander in secondarY schooIs. TheY have desiWed a
container containing a camera inside it for the classification, objects are required to be set

inside the box. Their pre-processing images module depends on discovering connectlon

between the picture of the item in the container and 50 distinct pictures, at that point picking

the best one as the con-'ect classification. The created framework orders three sorts of waste:

PET container9 soa &ink jars and animation box9 with performance of classification are

over 70(% [36].

Most of these techniques or algorithms have some overhead i.e. SVM requires a lot

of preprocessing as a lot of features needs to be set prior, SVM everY so often indicates

over-fitting problem from improving the parameters to model selection [35] even the most

straightforward in difference couldn't be caught bY the PCA except if the preparatlon

information clearly gives this data [36] .

As discussed earlier9 due to the scarcity of research, and to the best of my

knowledge there is no publicly available dataset other than the one presented by Wang. et

al.,) [21] it is really hard to classify all types of plastics.

2.1 BACKGROUND

This section will discuss related studies a brief explanation of required knowledge

of domains on which this research is built. Some important definitions for understanding

are quoted from the literature.
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2.1.1 Artificial Intelligence

“Artiflcial intelligence (AI) is the simulation of human intelligence processes bY

machines9 especially computer systems. Specific applications of Al include expert SYstems)

natural langpage processing (NLP), speech recognition and machine vision.” [24]

Al programming focuses on three cognitive skills: learning, reasoning, and self-correctlon'

Learning processes. ''This aspect of AI programming focuses on acquiring data and

creating rules fdr how to turn the data into actionable information. The rules, which are

called algorittuns J provide computing devices with step-by-step instructions for how tO

complete a specific task.’

Reasoning processes. “This aspect of Al programming focuses on choosing the right

algorithm to reach a desired outcome.

Self-correction processes . “This aspect of AI programming is designed to continualIY fine-

tune algorithms and ensure they provide the most accurate results possible.

2.1.2 Machine Learning

“Machine learning is an application of aBincial intelligence (AI) that provides

systems the ability to automaticalIY learn and improve Bom experience without bang

explic..itU programmed. Machine learning focuses on the development of computer

programs that can access data and use it to learn for themselves. Machine learning helps us

in fmding solution to problems in speech, computer vision and robotics” [25]'

2.1.3 Computer Vision

“computer vision is a field of artificial intelligence that trains computers to

interpret and understand the visual world. Using digital images nom cameras and videos



and deep learning models, machines can accurately identify and classify objects

then react to what they see.” [26].

and

2.1.4 Data Science

“Data science is an inter-disciplinary field that uses scientific methods, processes,

algorithms and systems to extract knowledge and insights from many structural and

unstructured data. Data science is related to data mining, deep learning, and big data” [27] .

2.1.5 Deep Learning

'Deep Learning is Large Neural Networks [28]. In Deep Learning research, CNNs

are specifically applied for Computer Vision applications that involves Image

Classification and Object Recognition” [29] .

2.1.6 Neural network v Artificial neural network v convolution neural network

“Neural networks are a set of algorithms, modeled loosely after the human brain,

that are designed to recognize patterns. They interpret sensory data through a kind of

machine perception, labeling or clustering raw input” [29] .

“The major difference between a traditional Artificial Neural Network (ANN) and

CNN is that only the last layer of a CNN is fully connected whereas in ANN, each neuron

is connected to every other neuron” as shown in figure 1.1 [29].
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AnlfKSal Neurd Network ( ANN)

Cowdutkwul KauaI Network (CNN)

Figure 1. 2 Difference between ANN and CNN

“Deep learning is part of a broader family of machine learning methods based on

anlflcial neural networks with representation learning. I£arning can be supervised9 semi_

supelvlsed or unsupervised. One reason that deep learning has taken off like crazy is

because it is fantastic at supervised learning” [28] .

2.1.7 Supervised Learning

“Supewised lealning is one of two broad branches of machine learning that makes

the model enable to predict future outcomes after they are trained based on past data where

we use lnput/output pairs or the labeled data to train the model with the goal to produ1.n a

function that is approximated enough to be able to predict outputs for new inputs when

lntroduced to them' Supewised learning ploblems can be grouped into regression problems

and classification problems. A regression problem is when outPuts are continuous whereas

a classification problem is when outPuts are categorical” [30]. A typical working process

od supervised model is sjpwm im figpre 1.2.
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Figure 1. 3 Supervised Learning Approach Model

2.2 Object Detection

Object detection is a vital region of computer vision that has a lot of historical

research over the decades. The general objective of object detection is to locate an accurate

item in a picture. The item is commonly from a pre-characterized category. Object

detection consist of two major tasks: classification and localization. localization is

normally drawing a bounding box around the item demonstrating where a given object is
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in the picture and classification is deciding the kind of the object with a related object

properly. Object detection is a challenging issue because of the major issues on a large

scale and moment contrasts between objects.

In [40], the first most challenging task is differentiating or separating objects

between classes. Current issue which depend upon the quantity of potential classes present

can be thousands or more than thousands of objects. On this, isolated object classes can be

different in appearance, for instance an apple and an aero plane, however separate

classifications but can be similar likewise be comparative in appearance. Another example,

dogs and wolves. These difficulties of object detection can be created from two

classifications which characterized as power related, and computational-unpredictability

and adaptability related. Vigor related alludes to the dif6culties in appearance varieties

inside the both of intra-class and between class.

These varieties can be classified into two categories images and object variations.

Object varieties comprise of appearance contrasts between object cases as for elements, for

example, shading, surface, shape, and size. Picture varieties are contrasts not identified

with the object occasions themselves but instead the genuine picture. This can comprise of

conditions, for example, lighting, perspective, and scale. Differences based on these tasks

of both group on given object is given by a class but separating the possible objects into a

similar class is very challenging task [40] .

2.3 Object detection from Unmanned Aerial Vehicles (UAVs) images

During the previous decades, Unmanned Aerial Vehicles (UAVs) have

demonstrated amazing potential among various applications. At the point when a UAV

mounted with various types of sensors, the it can broaden the detecting range and change

a static detecting task into a portable detecting task. The UAVs' focal points of unreservedly

utilizing 3-dimensional (3D) space carry prospects to numerous conventional assignments,

similar to control errands in a distribution center or a plant. Unmanned ethereal controllers

(UAMs) are one of the specific kind of UAVs outfitted along with or numerous automated
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arms and have pulled in a ton of research interests from current era. Only favorable

advantage of a UAM shows potential in changing uninvolved detecting missions into

versatile 3D intuitive missions, such as assembling and grasping [41]. Hovering and Arial

maneuvering drifting abilities make it feasible for a UAM to achieve numerous sorts of

missions that are hard for human laborers, for example, getting a handle on plastic jug

squander on a bluff Moreover, there are numerous spots, similar to an Amazon distribution

center, with the possibility to send a UAM framework for independent picking and setting.

To completely use the space in a warehouse, merchandise can be put at a generally high

spot, which is hard for human laborers to reach. As of now, the UAM can give a great deal

of help [41].

A lightweight and computation effective vehicle detection known as UAV-Net, that

depends on SSD (single shot detection) and adjusted to the novel with aerial imagery

qualities. For this reason, an efficiently survey alterations and modifications is presented

to the key phases of the indicator as to their effect on deduction of time and deduction of

accurateness. The effect of various calculation productive CNN models and variations they

dissected as base systems for the task of vehicle detection. Furthermore, a novel channel

trimming method that naturally consolidates prepared systems in an iterative aspect.

Moreover, effect of utilized component maps, actuation capacities and channels utilized

for relapse and order phases is assessed in iterative manner [42] .

In another research, a DLR 3K Munich Vehicle Aerial Image Dataset was utilized

for underlying investigations. The dataset covers twenty aerial pictures with a goal of

560x3745 px and a crushed inspecting separation (GSD) of 14 cm. The pictures are divided

into ten preparing and 10 test examples. Because of the huge degrees, each picture was cut

into tiles of size 935x634 px. tiles covering in any event in which one item was considered

for analysis. The annotations contain seven distinctive vehicle types given as arranged

bouncing boxes. Because of less comments for maximum vehicle categories only van and

cars names were considered and converged into a solitary vehicle class. Moreover,

arranged jumping cases were changed over to hub adjusted bouncing boxes as indicated in

research papers. All SSD tests were prepared and assessed with the first Caffe SSD usage.

For preparing, random crops and pivots were acquainted what is more with the photometric
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mformation enlargements of the SSD structure, as the dataset contains just 10 full size

mages. For preparing, we utilize the Adam optimizer agent, a primary learning pace of

10–3 and a smaller than usual cluster size of 16. As far as detection accuracy, the models

were assessed by plotting the accuracy review bends and figuring the zone under the bend,

which is known as the normal exactness (AP) metric. Each model was then benchmarked

on three unique stages, speaking to a server and work area GPU, relating to ground-control-

station or disconnected preparing, and the NVIDIA Jetson TX2, which can be coordinated

lnto UAVs for on-board handle. The MAX-N power preset was utilized, taking into

consideration the most elevated derivation execution at the expense of a more powerful

utilization (15w). Surmising speed is accounted for in outlines every second (FPS) arrived

at the midpoint of more than 600 onward cards. utilized picture. Note that the benchmarks

do exclude the NMS organize (except if in any case noted) to more likely adjudicator the

design changes. If it's not too much trouble allude to the advantageous quantifiable for

benchmarks [42].

2.4 Severity of plastic and plastic bottles

Nowadays, with the importance of vacation destinations and tourist attraction, here

is a plenty of dump, particularly bottle of plastics which should be reuse in the form of

recycling. In any case, these plastic wastes are for the most part gathered by hard working

laborers, which is dangerous and time taking. To take care of this issue, we suggest utilizing

UAVs to discover and grab bottles [43]. Likewise, a UAV bottle dataset (UAV-BDI) is

presented to recognize and find bottles more efficiently and easily. Right now, center on

that how to detect specially bottles in UAV pictures. Distinguishing items in UAV pictures

assumes a significant job in numerous applications and has gotten critical consideration

lately. Even So, it is as yet a difficult and challenging issue because of the high level of

detailed information and high resolution image with the incredibly significant level of

abtleties, different and shooting stage, constrained explained information, and restricted

handling time for ongoing real time applications. In UAV pictures, the containers appear
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:o be totally unique from the bottles in datasets, for example, PASCAL VOC, Microsoft

COCO, and so forth.

In [21] they have addressed four challenges: gathering pictures counting bottles an

extensive scope and different angle sizes of different scales; assembly pictures which

include bottles of diverse foundation scenes; gathering pictures including bottles various

directions; gathering whatever number sorts of containers as would be prudent. The UAV

stage utilized D JI Phantom 4 Pro quadcopter coordinated to a 3 -hub settled gimbal in this

world. Pictures are gathered by a camera attached to the quadcopter. The goals of caught

pictures are pixels of 5472 x 3078. To all the images which are collected is to cover the

bottle waste of an extensive scope of scales and perspective sizes, pictures at various flight

elevations extending from 10m-3C)m that are collected effectively.

In UAV pictures, it is very complex backgrounds of the bottles. To build the decent

variety of dataset, images are partition into eight scenes. Suppose there is pictures of eight

acts, every act covers one unique picture with the size of 5472x3078 pixels. In the other

picture they display the divided pictures of eight scenes, every scene contains three sub

images with the size of 342><342 pixels. 8 foundation scenes are picked and clarified in our

UAV-BD, including Bush backwoods land, Waste land, Step, Mixture, Flat ground, Plastic

arena, Sand land and Grassland [21] .

The information for all researches used in trials comes from UAV-BD. To

gaarantee preparing that all the training and testing information should match roughly, they

arbitrarily choose 64% UAVBD according to preparation information, sixteen percent as

approval information, and as for the testing process its 20 percent. Entire UAV-BD covers

16258 pictures with 22211 occasions for preparing, 5081 pictures with 6944 occurrences

for testing and 4055 pictures with 5624 cases for approval [21] .

Then they have used similar assessment indicators to analyze four sorts of pattern

models (SSD, RRPN, Faster R-CNN and YOLOv2). The thing that matters is that they set

0 = 0 of Faster R-CNN, SSD, YOLOv2's outcomes and assessed these models with OBB

ground truth. The AP values of RRPN, SSD, Faster R-CNN and YOLOv2 are 88.6%,

87.6%, 86.4%, 67.3%, respectively. We can see when utilizing OBB ground truth, the

exhibitions of the three benchmark strategies decline contrasted and that utilizing HBB
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ground truth, hence on account of when we set 0 = 0, the limitation mistake will increment

with OBB ground truth. We can observe that the consequence of RRPN is the best [21].

2.5 Current trend of cleaning waste and Waste sorting or segregation

Throwing waste into a bin is something to be grateful for. Butt off course, it is not

the spot the path toward the management of waste elimination, anyway where it truly

begins. Segregation is another way for segregating biodegradable waste from non-

biodegradable waste for suitable evacuation and reusing recycling underlying advance of

waste management. It is much of the time endorsed to have two separate dustbins in the

house to shield wet waste from working up with its dry accomplice. worse or wrong

segregation may cause mixing in landfills, subsequently inciting dangerous release in the

ground and unavoidable tarnishing of ground water. Methane gas is presumably going to

be released in such conditions, which is one of the most destructive ozone diminishing

substances. Appropriate isolation prompts proper reusing the thing that is recycling. An

enormous bit of the waste can be recycled and reused. Various laws, rules and various

exercises at the organization level are completed to adjust up to dangerous waste age and

the board. Composing audit says that the fundamental technique kept when in doubt

incorporates material pickers who assemble and orchestrate most of the urban strong waste

[18]

Aim to appropriately oversee cleanliness of urban need to represent a nonstop

development the board framework to the management systems. The estimate of urban litter

is compulsory and important for such procedure. Hostile to littering associations, for

example, urban communities overall are evaluating urban order by methods for human

reviews. Zurich - positioned third more than 83 European urban cites for the satisfaction

of its residents regarding cleanliness - is leading 14000 reviews per year to evaluate and

deal with its cleanliness [42] .

However, it is very time taking and detaching waste with their bare hands may

cause cuts and wounds because of glass and hard articles. It can cause some genuine
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Diseases or contaminations which is not kidding ailments. At any rate, a high inescapability

of snack of rodents, dogs and other vermin, this structure is still wherever scale in numerous

bits of the India. Isolation system using Radio-frequency identification (RFID) is also used

where the RFID is seen as attached to every sort of material during amassing just to decide

the issue ofmasterminding during the evacuation period of the thing. Regardless, the issue

develops considering use of RFID scanners in unforgiving and non-sensible regions,

included cost the associations must be set up to endure with the objective that marks are

annexed to each yield thing. The other technique is using microcontroller for confinement.

In fact, even this speaks to some significant issues like extra time usage, not fitting in a

wide scope of conditions and unfit to disengage clinical waste, clean waste and e-waste

suitably fail to conform to explicit principles and rules constrained by the organization in

their segregation [44] .

To defeat the disadvantages from all techniques Programmable Logic Controller

(PLC) based #amework is proposed because of common natural points like plan and

arrangement to make required momentary alterations without affecting the whole structure,

consistence, cost, less wiring, etc. The future work presents modified system using PLC

where in eared (IR), suddenness, photo electric, inductive and capacitive sensors are

interconnected with PLC in such a manner along these lines, that they work in a real

progression to recognize the materials moving steadily on the vehicle line. water driven

chamber will push various gathering plastic bottles which are set precisely inverse to sensor

position to collect all the plastic waste which can be additionally utilized as natural powder

or recycled [45].

The core modules are utilized in the proposed $amework: first, waste will be

placed inside smasher to diminish on large size with greater resources. Then they dumped

the squashed waste to a channel like construction which helps in deliberate development

of materials over the transport belt. Note that it is not associated with the PLC and worked

autonomously. Programmable Logic Controller (PLC) Bosch Rexroth PLC fills in center

to the venture. It is command on every single other component utilized. Principle capacity

to gain the signs of information play out specific activities as there are three major system

are involved. Input module is one of them to which recognition of wet waste, otject

Ace. No:

Library

/s I
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detecting, metal, plastic, glass, and paper recognizing sensors are interface(L Along the

vehicle line these all are fittingly planned with the different weight driven chambers

underneath them and the social occasion containers in-front. Fast blowing fan is moreover

used to overpower the buildup particles and other lightweight materials into a gatherer set

unequivocally reverse to it [45] .

Secondly9 entire #amework that performs activities as indicated by the rationale

outline composed for it because of PLC forms the siPS from input modules. thud one is

the yield module interfaced with the yield giving policies. For our circulnstance9 transport

line which starts running when the Infrared (IR) sensor is activated and chambers, they will

create to go as a fold which drives the loss into container [45]. The aim of this sensor is to

detect different objects on the belt of conveyor by transmitting radiation called in Band

radiations. At this point when the item is identified, it began nag the PLC to begin the

transport if the beginning catch is complete on previously.

Other sensor which is known as moisture sensor is used to isolate the orgamc waste

that is, we waste from dry. Along these lines, this put toward the start to transport Ime- it

quantifies the alteration in electric resistance. At this point when the liquid fume is

consumed, because of conductive polymer the ionic WouP of functions get separated and

the electrical conductivity will increment.

Sensor of plastic detection: this sensor is made UP of photoelectric sensor with

Built-in Amplifier for Detecting Clear, Plastic Bottles. It can be soFted Dlstlnchve

measured bottles up to 2-1. PLC is using the automatic waste segegating SYstem' The

system helps to isolate the dry and wet waste alongside not manY different seWents to

detect and partition. This classification can be actuahzed at various scales and small

business ventures, trades to isolate out the glass, metallic paper, and plastic waste all the

extra effectively at a moderate expense. By using PLC has included preferences llke

decrease in labor with improved exactness and speed of waste administration9 likewlse9

maintaining a strategic distance from the danger of working at dangerous SPots [451 .

Plastic shrinkage cracking (PShC) is probably the most punctual type of breaking

in concrete as it happens inside the initial scarcely any hours after the solid has been

thrown. Solid components with huge uncovered surfaces are particularly powerless against
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PShC. Numerous analysts have proposed models to reproduce plastic shrinkage, draining

and to foresee the event of PShC. Right now) model to anticipate the level of psh(.." is

proposed. This model, the alleged PShC Severity Model, depends on the volume of water

that vanishes from the solid between the putting and the underlying setting time of the

solld. This model was checked utilizing countless PShC test results [46]

2.6 OBJECT DETECTING TECHNIQUES AND MODELS

2.6.1 Two-stage vs One-stage Detectors:

Tbere are mainIY two types of object detecting models. On one hand, we have two-phase

ldentifiers, for example, Faster R-CNN (Region-based Convolutional Neural Networks) or

\lask R-CNN, that utilize a Region Proposal Network to create locales of interests in the

?nncipal stage and send the district recommendations down the pipeline for object

characterization and bounding box relapse. Such models arrIve at the most elevated

=ecision rates yet are commonly slower. Then, we have single-stage locators, for example,

\-OLO (You Only Look Once) and SSD (Singe Shot MultiBox Detector), that treat object

ucl)\-cry as a straightforward relapse issue by taking an information picture and learning

:3 class probabilities and jumping box facilitates. Such models arrive at lower exactness

== however are a lot quicker than two-phase object dtectors[47] .

la: Keras RetinaNet

Keras implementation ofRetinaNet object detection as described in Focal Loss for

- "r–;e Object Detection, the training procedure of keras-retinanet works with training

: :ti Tbese are stripped down versions compared to the inference model and only

- 1 - ; are layers necessary for training (regression and classification values). If you wish
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to do inference on a model (perform object detection on an image), You need to convert the

trained model to an inference model. f you installed keras-retinanet correctly, the train

script will be installed as retinanet-train. However, if You make local modifications to the

keras_retinanet repository, you should run the script directly from the repositorY. That will

ensure that your local changes will be used bY the train script-

Improving Apple Detection and Counting Using RetinaNet. This work aung to

investigate the apple detection problem through the deploWent of the Keras RetlnaNet

[48]

2.6.3 FCOS: Fully Convolutional One-Stage Object Detection

Object detection with, for example, RetinaNet, SSD, YOLOv3, and Faster R-CNN

depend on pre_characterized grapple boxes. Conversely, FCOS is bounding box free, just

as proposition free. By disposing of the predefined set of staY boxes9 FCOS totalIY keeps

away from the confused calculation identified with bounding boxes, for example,

computing covering during preparing. More critically, it additionally maintains a strategIC

distance from all hyper-parameters identified with bounding boxes, which are nequentIY

extremely touchy to the last identification execution. It shows a lot less complex and

adaptable location system accomplishing improved discoverY exactness E49] '

2.6.4 Feature Pyramid Networks for Object Detection

Feature pyramids are an essential part in acknowledWent hameworks for

distinguishing objects at various scales. Be that as it mab late profound learning obJect

locators have kept away from pyramid portraYals, to a limited extent since theY are process

and memory seriotn. In this paper9 we abuse the natural multi-scale, pwamidal chain of

command of profound convolutional SYstems to build include PWamids with negligible
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additional expense. A top-down design with parallel associations is created for building
elevated level semantic component maps at all scales. This engineering) called a Feature

Pyramid Network (FPN)9 shows critical improvement as a conventional component

extractor in a few applications [33] .

2.6.5 Resnet:

ResNet makes it conceivable to prepare up to hundreds or even a peat manY laYers

and still accomplishes convincing execution time' Exploiting its amazing authentlc

capacity, the presentation of numerous PC vision applications other than plcture

characterization have been supported, for example, object discoverY and face recognltlon'

We can really drop a portion of the laYers of a prepared ResNet and still have

practically identical execution. This makes the ResNet design much more lntnWmg,

likewise dropped layers of a v(J(J arrange and debased its presentation dramatically [50] .

ResNet5 O : ResNet-50 that is a smaller adaptation of ResNet 1 52 and everY now and

again utilized as a beginning stage for move learning . The keY fOIWard leap with ResNet

was it permitted us to prepare amazingIY profound neural SYstems with 150+laYers

effectively. Preceding ResNet preparing exceptionalIY profound neural SYstems was

troublesome because of the issue of disappearing angles.

Expanding system profundity does not work by basicalIY stacking laYers together'

Pro a)und systems are difficult to prepare on account of the famous disappearing slope issue

as the angle is back_proliferated to prior layers, rehashed duplication may make the

inclination very little. Thus, as the system goes Rlrther9 its presentation gets immersed Or

even beginnings corrupting rapidly [50] .
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2.6.6 MMdetection library

MMDete t..tion is a multi_model object detection code library based on pytorch.

MMDetection is an object detection toolbox that contains a varietY of object detection and

occurrence division techniques just as related parts and modules. The tool stash began Rom

a codebase of MMDd group who won the location track of COCO Challenge 2018' it

slowly develops into a brought together stage that covers numerous well-known

identi6cation techniques and contemporary modules. It incorporates preparing and

deduction codes9 yet in addition gives loads to more than 200 system models. We accept

this tool kit is by a long shot the most complete discovery toolbox [51].

2.6.7 Deep-learnIng algorithms implementations in literature

Deep learning in this manner in this manner to permit simple contact to non-expert

clients, commercial software has been used – Plastic Finder (Italian soRware licensey – to

recognize and evaluate on AMD® hardware. The center calculates of deep trace
tectmology to recognize & evaluate AMP. For this center calculation of all the products is

system called deep learning convolutional neural SYstem (CNN). CNNs are multllaYer

architecture which is appropriate for preparing images of RGB for order am detection of

object assignments9 where a pile of convolutional layers takes into consideration for

translation - for example the net is prepared to perceive an object #eeIY of lts sltuatlon

inside the picture. acceptance for the approach of deep learning should be major

fundamental motivation [52] .

A well_blown methodology for object detection includes decreasing the issue to

parallel category. The easy and most basic case of this methodology is the sliding window

tec}mique. IUght now9 classifier iS applied at all positions, scales, and, now and again,

directions of an image. Though, testing all point in the inquirY space with a non-trifllng

classifier can be very slow and mild. A viable technique for tending to this issue includes

applying a course of straightforward tests to each theorized object area to wipe out most of

them rapidly moderately moderate when contrasted with basic classifiers characterized bY
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falls. Right now, depict a strategY for building falls for part-based deformable models, for

example9 pictorial structures. In the broadest setting, this strategY prompts a course form

of top_down powerm programming for a general class of language structure-based models

[44]

An object conhgpration defines a specific proper location or area for the root and a

shift for each ex.tIa part from its ideal location with comparative to the root. The score of a

setup is the entirety of the scores of the parts at their areas short twisting expenses related

with every relocation [53] .

Forgery detection approaches in the conventional image, two tYpe of forenslcs

sbhemes are commonly used9 plans are generally utilized, dwamic plans and passive

schemes. In the dynamic plans9 a remotely added substance signal is inserted in the source

picture without visual antiques. To decide whether an image is a tampered image> the

watennark extraction process is perE,)rmed on the objective picture to reestablish the

watemark. The exblcated watermark picture can be utilized to recognize altered regions

in the target picture. In any case, there is no source picture for the images produced bY the

GANs so the dynamic picture fabrication identifier cannot remove the watermark plcture'

Then again? the inactive picture imitation finders utilize the measurable data on the source

picture that is high consistency between various images. AccordingIY? intrinsic statistical

data can be utilized to detect the fake areas in the picture. The passive image plctule

detectors cannot be utilized to recognize counterfeit images created! in light of the fact that

they are combined from the low-dimensional random vector. In particular, the fake lmages

produced by the GANg are not altered from their original images [53].

System rule for the structure bottle of ceramic can crack detection hamework9 the

key issue is the advancement of a detection system which depends on the investigation of

testing necessity, and the requirements decide the general plan of the namework' Right

now ceramic bottle break detection aamework is prepaFing four sections includmg

mechanical parts which bolster the camera and light source, the control part depends on the

mechanical part which is utilized to change the supporting pole and the tallness of the

camera as indicated by the necessary bearing. IdentifYing pan is made out of llght source

secudng card camera> the images of the internal mass of the earthenware bottle is changed
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over to computerized signal for preparing; handling part is a PC machine which is utilized

to manage the split picture procurement card sent by the #amework structure outline [44].

Framework equipment stage of hardware system platform of the $amework that is

adopt is AD9883 which is actual a camera video computerized chip. Utilizing FPGA chip

for signal preparing can expand the positions of compelling sign, at last, ADV7123 chip

advanced sigp is changed over into simple algo signal in the displaY which shows local

output of system design [44] .

At least one potential epitome of the present application shows electric detection

framework hr detecting proflle features as well as shape highlights of bottles or similar

comparative holders that are proceeding onward a transpoFt toward a path of movement, in

which the electric detection framework has one camera plan that mcorporates in anY event,

one related illuminating device for enlightening the compartments of aerial lmages at anY

rate in the district of their profile highlights the features and shape that aTe to be detected

by the detection system, wherein the in any event one lighting UP device is as a ship-formed

light source that stretches out toward development of the holders or movement of plashc

waste, and in that illuminating device one camera are nexible comparative with one another

for various edges of rate of the light as well as for various points of picture recording.

Further improvements ! points of interest and application possibilities of at any rate one

potential encapsulation of the present application are additionalIY created nom the

Subsequent description .On a basic level, this study, portrayed as well as graphicalIY spoke

to highlights are objects of in any event one potential epitome of the present application,

separately or in discretionary blend, regardless of their Summadzation in the cases or then

dependency.

Beach litter almost destroys marine environments and makes visual distress that

brings down the estimation of the sea. To take care of the issue regarding litter of beach, it

is very important to examine the age and dissemination example of waste with different

patterns and the reason for the inflow. Nonetheless, the information for the investigation

are just example information gathered in certain zones of the seashore. AdditionalIY? most

of the information covers just the aggregate sum of seashore litter' UAV (Unmanned Aedal

Vehicle) and Deep Neural Network used to detect successfulIY detect and screen seashore
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mess. Utilizing UAV) it is conceivable to handily study the whole seashore. The Deep

Neural Network can likewise recognize the sort of beach front litter. Thusly, utilizing UAV

and Deep Neural Network, it is conceivable to get spatial data by sort of seashore litter.

This paper proposes a Beach litter detection calculation dependent on UAV and Deep

Neural Network and a Beach litter checking process utilizing it. It additionalIY offers ideal

shooting height and hIm duplication to detect little seashore litter, for example, plastic

bottles and Styrofoam pieces found on the seashore. Right now, Made 2 Pro was utilized.

The images got through UAV are created as orthoimages and contribution to a pre-prepared

neural system calculation. The Deep Neural Network utilized for Beach litter detection

expelled the Fully Connected Layer from CNN for semantic division [54].

2.6.8 Ensemble methods in literature

with respect to ensembling depending on the nature of deployed algorithm some

works have been focused on ensembling features from different sources before feeding

them to the region proposal algorithm, others apply an ensemble in the classification stage,

and others employ ensembles in both stages of the algorithm [34] .

In case of ensembling the output of algorithms some procedures has been applied

by combining Fast-RCNN and Faster-RCNN models, and combining Fast-RCNN and

YOLO models, and by using RetinaNet and Mask R-CNN models [34]. Another approach

to combine the output of detection models is the application of techniques to eliminate

redundant bounding boxes like Non-Maximum Suppression, Soft-NMS, NMW, fusion and

WBF [34]. However, these techniques do not take into account the classes of the detected

obje<.'ts9 or the number of models that detected a paHiculm object; and, therefore, if they

are blindly applied, they tend to produce lots of false positives. As in many other machine

learning tasks) the accuracy and robustness of object detectors can be greatly improved

thanks to the application of ensemble methods; for instance, the mAP in the COCO dataset

was improved from 50.6 to 52.5 in one study> and the mAP in the Pascal VOC dataset
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inueased by 3.2% in in another. In fat.tp the leading methods on datasets like Pascal VOC

or MS COCO are based on the usage of ensembles [34].

Within every ensemble factor pair, the detection for one of the sets will be picked

and the other disposed of This is determined bY where the given factor lies for the test

image according to the preparation information circulation. For instance, on the off chance

that it is estimated that a picture with a profound model to have JPEG pressure underneath

the edge used to part the information9 at that point the detection discovered utilizing the

model prepared on that information will be utilized[55] .

2.6.9 Image segmentation techniques

It is surely known, the power of CNNs SYstems in enormous part hom which theY

have the ability to exploit (translational) surpluses through different sequence of translatlon

equivariance and weight sharing. It became normal to consider speculations that can explolt

their major collections of SWmetries. These SYstems are completeIY constrained to

separate groups> for example9 discrete pivots following images or stages fOllOWIng UP

mists. Other extremely ongoing effort is worried about the examination of circular

imageries yet does not characterize an equivariant engineering' it accomplish equlvarlance

to a consistent, non-commutative gathering and the first to utilize the summed UP Founer

change for quick gathering relationship [56] .

The essential design for tuning detection accuracy is the employee feature maps

&ld default box setting. Map with high feature goals are important to accurately and minor

object occasions> particularly intended for aerial images especialIY for vehicles' in thls

manner9 we just use the last layer output with an estimated down sampling vadable of 8 as

highlight map9 for example if there should be an occurrence of VGG-16- More profOund

non considered layers because of the low spatial goals of highlight maps' Note that

repudiating multi-layer misuse is just fit if there should be an occurrence of a conslstent

ground inspecting separation which brings about immaterial varietY in object sizes' if there

should arise an occurrence of little object occasions, the finest detectlon accuracY is
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l£complished for default encloses the scope and sizes of the objects' To give reasonable

:efault box sizes, we apply the bunching come nearer &om to the preparation informatlon'

Sometimes in bottling there happens a situation when the naming of the bottle is
-nissed. In this situation is essential to detect the broken bottle. A mark detectlon was

xrformed through optical character acknowledWent technique. In OCR we have utilized

laYOut coordinating calculation. Optical Character RecoWition bY utilizing Template

\latching is a framework model that is helpful to perceive the character or letters in order

by looking at two images of the letter set. The motivations behind this #amework model

ze to build up a model for the Optical Character Recognition (OCR) &ameumk and to

actualize the Template Matching calculation in building UP the hamework model' There

are a couple of procedures that were associated with this calculation. The procedures are

begjnning from the obtaining procedure9 siRing process, limit the picture, bunching the

picture of letter set and finally perceive the letters in order' These procedures are critical to

get the consequence ofacknowledWent subsequent to looking at the two character mages

[57]

2.7 EXISITING MODELS AND TECHINIQUES – A BRIEF COMPARISON

This table gives an overview of the techniques in a twief marmer that we have

leamed from the literature review. Some pros and cons are constructed but are not limited

to these only.
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Table 2. 1: Comparison of Existing Object Detecting Models Bom Llterature

Ref

Pl

P4

P5

P6

P7

T

-m:aIT––mIx-in;i
Incremental

Improvement[32]

•

m er R-CNN:
Towards Real-Time
Object Detection
with Region

Proposal Networks
[58]
T[==--Scoring R-

CNN [59]

Faster R-
CNN

•

•

+ More accurate mask
predictions.

Mask
Scoring R-

CNN

m=yramid
Pooling in Deep

Convolutional
Networks for
Visual Recognition

[60]

SSP-net •

•

•

e

SSD: Fast
Detection for Small
Objects [61 ]

–In=
Dense Object
Detection [48]

•

•

•Ma
High Quality I R-CNN
Object Detection

PROS

Faster object
detecting

performance (i.e. 45
fps)

ind performance
on small objects

Correlates with
performance on
bigger objects.

ne=1 e the
acknowledgment

precision for the
pictures or sub-
pictures of a self-
assertive size/scale.

T)-_ish various
items very well

Quicker contrasted
then two-shot RPN-

based
methodologies.

More accurate

predictions than two
stage detectors.

Better performance
yOLO and SSD

-GI)=–iT;}–nil
with COCO, VOC,
KITTI, CityPerson,

CONS

e Struggles with
small objects.

:–iii:t– resolution
affects detection

accuracy of small
objects.

Inconsistency in
the model's

arrangement

certainty and the
nature of the

anticipated mask.

;;i=1;- the
number of stacked

layers will cause

gradient

explosion/disappe
arance problems.

•

•

-Sates with
dense objects.

Requires a lot of
preprocessl11g.

Not insignificant

to perform back-
proliferation

through spatial
pooling layer.

-Slow training time.

•

•

•

•

TT;;=ril-aT:–drop
when compared
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P8

P9

PIO

PII

P12

P13

P14

and Instance
Segmentation [62]

Grid–FmiT
Faster and Better
[63]

FreeAncho;
Learning to Match
Anchors for Visual
Object Detection
[64]
Region Proposal by

Guided Anchoring
[65]

Grid R-
CNN
(Plus)

Free-
Anchor

•

•

Guided

Anchoring

•

•

NAS-FPN:
Learning Scalable
Feature Pyramid
Architecture for
Object Detection

[66] .

F

NAS-FPN •

Fast R-
CNN

• reduce overall

trarnrng trIne.

• increase accuracy.

Libra R-CNN:

Towards Balanced
Learning for Object
Detection [68]

Libra R-

CNN
•

•

Soft-NMS –

Improving Object
Detection with One
Line of Code [69]

Soft-NMS •

with non-cascade

methods.

. Slower infere=
tIme .

and WiderFace

datasets.

Can obtain high-
quality localization
results.

Anchor matching is
more flexible.

. Not suitable for all
kind of datasets.

More effective and

efficient when

combined with Fast

RCNN
It likewise uses

semantic highlights
to control the

rnoormg.

•

•

can obtain output of
any given pyramid
network by giving

early detection

results.

•

•

Improves the

detection

performance.

Faster transfer with
just few clicks.

•

UFi;aes–Ti_;
coco-style mAP
metric on standard
datasets like

PASCAL

•

A slick
arrangement of
stays of fixed
angles proportions

must be predefined
M off-base
decision may

hamper the speed
and precision of
identifiers.

imbalance
perspectrve
And different

architectures can
affect results.

accurate
localization

objects
complexity.

Single
detector
found

lmprovernent
when connected

to R-CNN

Object exists in
the predefined
cover edge; it

prompts a miss.

of
arise

stage

only
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PIS I FCOS Fully I FCOS One stage detector post-pro
norl-lnaxlrntlrn

Convolutional One-

Stage Object
Detection [49]

with better accuracy.

suppressIon.

• eliminate hyper

parameters related
to anchors

From the literature study and table 2.1 disused in this section we can see that all the

nodels and techniques have their restrictions and benefits- Most of them struggles with

mall scale objects like images of plastic bottles taken Bom UAV images' in this studY we

have tried to fill that gap which is discussed in detail in chapter 3 of this thesls'
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CHAPTER 3

DATA AND EXPERIMENTATION

This section win discuss our main contribution and challenges as well as working

environments, constraints and resources used' Furthermore’ a discussion over brief

mdc,standing of ou, p,op,.s,d aa„,eWO,k and det'il'd demonstration through

experimentations will be covered. The dataset collection, detailed undustandhW of dataset

,.d p„p„,ti,.n .f d,t„,t will b, ,,n,t,.,t,d as well. We will aIso be discussing the

detaaed ana1,y,sis of experimentatiOnS9 inferencing and evaluations. FinalIY, generated

results win be compared with each other as well as with corresponding papers Rom the

literature and a brief perspective will be made regarding the plastic issue and our solutlon'

In the end some suggestions will be made regarding Rltul:e work-

3.1 FRAMEWORK ELABORATION

Our approach is to have a simple solution to improve the accuracY of the obJect

detecting algoritInns by ensembling the results of multiple different object detectors' First'

the collected data set is transformed into more generalized and clean form to easiIY convert

it t. 'n„„p..ding ,bj,ct d,tection model’s input format- ARer making a coPY of mam
dataset it is converted to required format and trainval set is fed to the corresponding model

f„ t„ining. After model trairli11g9 inference iS made 01= a separate tmsee11 testing set and

p„di,n, „, m,d, .„„ im,g„. Th„, p„di,tions were generated in 'xml files which
then are used in the ensemleing phase to have better predictions. Ensembling was done
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=ng a voting strategy proposed by (Angela et al.2) [34]. All these predictions are evaluated

Bough PASCAL_VOC evaluation metrics. A visual demonstration of our framework is

shown in the figure 3.1.

UAV-gO

DataSet

UAV.

2

•n

Yo}ov3

TimI Fat

+weights
test
+prediction

RednaNet Faster-RCNN

mr ;vat

+weights

Some Model

+prediction

trainvai
+weights
'test

+predictions+predictions

£nsemkHe Affirmative Voting

Predictions
+Ensemble Predictions

Final Object Detection

+Detection Anajysis

Figure 3. 1 Proposed Framework Detailed View Illustration
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3.2 DATASET

Dataset which we have used in this research is originally presented by Jingwang et

al.) [21] in his work UAV_BD which is published by “2018 21 st International Conference

on Infbrmation Fusion (FUSiON)” made openly accessible to the vision network on their

website to advance the research in object detection from UAVs . If you want to know more

about their work and dataset. we highly recommend a deeper dive into theR paper fOF better

understanding [21] .

UAV-BD dataset has almost 34, 791 bottle object instances in 251 407 images. To

create diversity and mimic a real-world problem as close as possible J the images are taken

from different angles and altitudes with the range of IOIn to 30m. It contains images from

eight background scenes from the wild including, Sand land and Grasslandp Plastlc

stadium9 Mixture9 Flat ground9 Steps or footstep stairs, Waste land, Bush forest land. The

“Grassland” scene has the biggest number of object examples: 79 795 occurrences in 52 785

pictures. The "Progression" scene has the most small and modest number of examples:

2106 cases in 1, 325 pictures.

na Sang Mia I I Bush

(;%

A

& e
I

t;
);Tr: {ri

Figure 3. 2 111ustration of UAV-BD
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32.1 Data Preparation

The process of data preparation that was adapted can be understood bY the flWre
33.

a
qH

B i
Discovering Transforming Storing

Gathering Cleansing Enrichment

Figure 3. 3 UAV-BDAI Data Preparation Process

3.2.2 Data gathering

with every problem in object detecting problems, the first challenge is collection

of datasets. There are 2 ways of gathering dataset, either you label and annotate your own

images, or yOU acquire published datasets for example MS COCO dataset (2017)2 PASCAL

voc dataset (2007) etc. However) there are many published custom datasets as well, meant

for specific problems which can be obtained and molded for a different set of problems'

Luckily2 the dataset we are using is fully annotated and available both in MS COCO

2017 format and PASCAL VOC 2007 format however> some customizations were done to

the annotations to satisfy original author’s needs.
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Figure 3. 4 TrashNet Trash DataSet

3.2.3 Challenges with conventional datasets

We have tested (TRASH-NET) dataset published by GarY [701 but since that

dataset is very small with only 481 instances of class (plastic)? it was not useful as deep

learning models are very data demanding [281 .

Tbere are private NGO’s organizations like theplastictide and private business

organizations such as ZenRobotics® and Max-AI® technologY, all woFking on a simllar

goal, to reduce the plastic waste from our environment bY harnessing the power of AI and

computer vision through deep learning, since theY are private organizations, theY choose

not to share their datasets, classifiers (models) and technologY' I tTied to request these

organizations to share datasets but never got to hear from them.

The initiative of the ThePlasticTide to monitor by using drones is an actlvltY to

utilize waste along the British coastline. They mean to unroll a comparable task or project

along the west bank of Africa one year from now. the Plastic Tide is doing, is utilizing
ramble innovation like drone technology to picture sea shores in a manner that is never

been done> on a logical scale for scientific manner.so that You can develop an image of the

amount of that missing 99% is washing up on all the beaches.
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Few glimpses of ThePlasticTide plastic dataset is shown in the figure 3.5

Figure 3. 5 ThePlasticTide UAV Plastic DataSet

ones 3t'd +;V=„„+ fg

w ; %;b ,h ,'r. a. f /~ " d.yeLl"

Figure 3.5 (b) ThePlasticTide UAV Plastic DataSet
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Figure 3.5 (c)
ThePlasti I..Tide UAV Plastic DataSet

Ic 3nj6cia1 intelligence waste sorting companY Max-AICR) technologY is a

–– __, rad reasoning company that distinWishes different things for ncoveW for

__- x Mough profound learning technologY. Max utilizes both multi-laYered neura1

_ ':s =d a special framework to see and distinWish objects comparabIY to the waY an

_ Je hdividua1 does. The innovating technology is driving upgrades and showmg

- „–-„ . ,=ents in Material Recovery Facility (MRP) structure, operational pfoductlvltY’

framework improvement upkeeps9 and moFe' Since’ it iS a prOflt
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organization, they choose not to share their data of waste, glimpse of their dataset is shown

in figure 3.6.

Figure 3. 6

MAX-AI Waste Sorting Plastic DataSet

ZenRobotics® Ltd which was recognized in 2007. It is a worldwide innovator in

keen mechanical reusing and the principal organization to apply AI-based arranging robots

to an intricate waste-arranging condition. Their robots are controlled by their in-house

software (AI software) to make recycling efficient and profitable. Since, it is a profit

organization, they choose not to share their data of waste, glimpse of their dataset is shown

in figure 3.7.

Figure 3. 7

ZenRobotics Waste Sorting DataSet
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The requirement of this research was to find and acquire a dataset of annotated

plastic objects but since there are no such publicly available datasets and bottles are one of

the top three most abundant plastic waste material produce by humans as discussed earlier

in detail, I decided to go with UAV-BD as it has sufficient number of images for both

training and testing.

3.2.4 Understanding UAV-BD – Data Discovering

Before finalizing UAV-BD dataset, we had to face manY challenges for lnstance

fending the right dataset that could particularly satisfy the need of this research problem'

Existing published datasets like PASCAL VOC and MS COCO have CLASS bottle but

objects in bottle class looks completeIY different than the bottles in UAV images' Thls
research aims to deal with the images of objects bottle captured by UAVs which are usualIY

placed with random arbitrary oriented positions as shown in the fiWre 3.8 (a). whereas the

objects in conventional datasets like PASCAL VOC data are usualIY in upward oriented

position as shown in the figure 3.8 (b).

ig

q

# ++

t+1

m&
XKi

(a)
UAV BD bottle class

(b)

PAC'AL VOC bottle class annotations

Fig11re 3. 8 Difference Between Conventional DataSet and UAV BD DataSet

Using such conventional datasets produces vawe detection results on UAV lmages

as shown in experiment section of this research.
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The UAV_BD itself is a very challenging dataset and since it is customized for a

different set of problem though it is available in MS COCO (.json) stYle and PASCOL

VOC (.xml) style G)box annotations only), it does not nllIY compIY with either of these

standards. For such an issue, it can clearly be seen that a need of data cleansing and

correctness is inferred.

3.2.5 Preparing DataSet – Data cleansing

Never assume if dataset is available publicly it means it is cleaned and readY to use>

to suit all other problems. Similar concept applies to UAV-BD' Preparing UAV-BD for

this problem by cleaning and correcting it was necessary because going directIY hom

collection of data to show preparing prompts imperfect outcomes' There might be lssues

with the information. Regardless of whether there are no9 appIYmg plcture expanslon

extends your dataset and decrease overfitting.

(.''leaning and planning ini)rmation makes up a considerable bit of the effort and

time spent in a project of data science. Most of the energY) much of the time' it tends to be

enticing to easy route this procedure and make a plunge directIY into the demonstratmg

step without looking hard at the informational collection first, particularIY when You have

a great deal of information. Oppose the allurement. No informational collection or dataset

is perfect; you will be missing information, have confUsed information, or have inaccurate
infi)rmation. A few information fields will be messy and conflicting. On the off chance that

you don't set aside the effort to inspect the information before You begin to show, You maY

end up re_trying your work over and again as you and terrible information fields or factors

that should be changed before displaYing. In the most pessimistic scenario’ You wlll

fabl{cate a model that profits wrong forecasts and you will not be certain whY- BY ten(img

to in A)rmation gives early) you can spare yourself some pointless work, and a great deal of

headaches! [58]. For this purpose, necessarY contributions were applied to UAV-BD data

set by using roboflow.ai.

Robonow reaITanges your computational work process in a simpler manner and

helps with organizing of data, verification of annotation, preprocessing and data

augmentation. Robonc)w.ai Organize is reason worked to flawlessIY settle these
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difficulties. Indeed, Robonow.ai splits the code you must compose generalIY into less than

half while giving you access to more preprocessing and increases choices.

Like tabular data, cleansing and augmenting your images can improve Your ultlmate

performance of model more than making changes to the model’s architecture. Prepanng

images for object detection includes, but is not limited to:

, Verifying your annotations are right (for example none of the annotations are

out of bme of the image).

© Ensuring the EXIF orientation of your pictures is right (for example Your

pictures are saved differently on your storage media in contrast to how you see

them in applications).

, Resizing and correcting the object annotations according to resized images.

, Various augmenting techniques that may improve model execution llke

grayscale and difference changes.

e Formatting annotations tO match the demands of model’s inputs (e.g. a flat text

file for some implementations of YOLO or generating TFRecords for

TensorFlow).

1 JA,V_BD annotations R)llow PASCAL_VOC and MS-COCO datasets formats but does

not completely comply with either of these standards. A common description of PASCAL

VOC bounding boxes is (xmin, ymin, xmax, wax), where (xmin9 Win) iS the toP lea

location, (ymax xmax,) is the lowest location as shown in the Fig. 1 (a)- As shown in

Fig.2(a) in original UAV-BD dataset, the PASCAL-VOC format is intended for 0 based

oriented bounding box (OBB), center location of horizontal bounding box and h9 w are the

height and width. OBB provides angle rotation information to remove the consequence of

rotation on the feature level and make full use of the rotation information for feature

extraction so it can utilize the pivot data for include extraction so. format of UAV-BD was

altered to custom needs in the original paper as this dataset is intentionally prepared for

robot arm grasping of objects which lead to problems while converting datasets to any

other format, for instance, PASCAL-VOC to darknet format etc.



We decided to use PASCAL-VOC format as original paper uses PASCAL-VOC

evaluation metrics and the ensemble technique we have used in this research also relies on

PASCAL-VOC metrics but since UAV-BD PASCAL annotations does not comply with

the original PASCAL-VOC dataset bounding box annotations, it needed to be converted.

For converting the dataset to native PASCAL-VOC bounding box version we used

Roboflow.ai. Since, the UAV-BD PASCAL-VOC format version was not readable by any

6amework not even by Roboflow, we used MS-COCO version of UAV-BD to PASCAL-

VOC native conversion. In UAV-BD MS-COCO annotation version, annotations at the

edges of the frames in some images were not fully inside the image eames thus causing

issues while loading into different object detection frameworks for debugging. The

annotations at the edges were needed to be trimmed and Roboflow-ai provides an excellent

way to trim the annotations. Affected annotations were then intelligently trimmed so they

got fully inside the frames. Once, it was done, there was another issue but this time with

the Roboflow.ai system itself. The issue was with the PASCAL-VOC coordinate system

off-set, since PASCAL-VOC dataSet is a 1-based coordinate system off-set format whereas

MS-COCO dataset is a 0-based, meaning bounding box coordinate values

(xmingymin>xmaxgymax) for PASCAL-VOC must have minimum value that starts nom
' 1’ whereas it must starts from '0’ for MS-COCO and since UAV-BD MS-COCO version

bounding box values were in float data type, roboflow.ai had an issue in their source code

and it set coordinate offset to '0’ instead of '1’ while producing the dataset in PASCAL-

VOC format for the float data type values to integer data type values that had coordinate

values of “0.xx”. We reported the issue to Robonow.ai support and they pushed a fix

instantly.



(a)
Native PASCAL-VOC bbox

(b)

UAV BD PASCAL-VOC bbox

<bndbox>
<xmin>98</xmin >
<xmax>154</xmax >
< )'min>23S</ymin>
<ymax>257</ymax>

< /bndbox >

<robndbox >

<cx>166.1942</cx>
<Cy >326.4929</cy >

<w>73 .aS</w>
<h>22.1696</h>
<angle>3.641593</angle>

</robndbox >

(C)

NATIVE PASCAL-VOC bbox

(d)

UAV-BD PASCAL-VOC bbox

Figure 3. 9 Difference between annotations of UAV BD

3.2.6 Data Transform and enrichment

Once all the corrections and cleansing were done, UAV-BD was transformed to

UAV-BDAI. UAV-BDAI was generated in PASCAL-VOC format and is now available in

more enriched and generalized format thus it can easily be further transformed into any

required format for instance converting to darknet, kerasYolo etc.

Before final dataset was generated, one last preprocessing modification was

applied, “Auto-orient”. Auto-Orient discards EXIF rotations and standardize pixel ordering

Auto-situate is significant in light of the fact that pictures are once in a while put away on

plate in unexpected directions in comparison to the applications, we use to see them.

Whenever left uncorrected, this can cause quiet disappointments in our models.



Furthermore, data augmentation techniques and image resizing were done as well

I Sme of modeling which will be discussed later in the experiment section as it was

==erent from model to model.

32.7 Storing the Finalized dataset

Final dataset now called UAV_BD Al follows the same split of training validation

and testing as of original UAV_BD. To confirm that it matches the testing, distribution, and

training data that9 64% randomly selected images were fixed for training data9 16% for

validation, and separately dedicated 20% for testing' However, the new UAV-BD AI

contains slightly different numbers of images and instances Bom the original UAV-BD as

required corrections were done to annotations and some images were discarded due to

mmlpted in prepr01,..essing phase. The New UAV-BDAI has 16234 pictures with 23895

cases hr training9 4062 all the 6077 images classes for validation and 5078 pictures or

images of 7503 cases for testing.

In total UAV_BD AI dataset has about 37, 475 bottle object instances in 25, 347

images whereas the original UAV-BD has 349 791 bottle object cases in 25, 407 plctures'

TIle difference in number of ground_truth instances is due to the corrections done to the

annotations. The new UAV_BDAI is shown in Figure 3.10 and the new transformed

annotations is shown in the Figure 3.11.
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Figure 3. 10 111ustration of UAV BDAI

< folder > 1_Sand< / foidec >

: : : : : : 7 : : : : 1):: :7:1::b ii:: ; i= ! ; :::: = a / 1 wWWONN1 + 98 aj PB < / path )< say cee >
<databa$e>Unknadn c /database >

</sou[ce>

csi:e >< width >342</kidttt >

<heiBht >342< /height >
cdepth > 3 < /depth >

c / size >
<se8nented >ec / sepent€d >

<object >
<type>robndbox< /type>
<nam>bett l•< /aWe >

<pose>Un$ptci+iedc /poseD
< truncated >ec /truncated )<difficult Dec/di++ icu it >

<r+bndtx>x>
<ex> 166 . a942< /ex><cy >326 . 4929< /cy>
cw> 73 . est /u>
ch>22 . i696</tr >tangle>3 . N1593< /enBl+>

< /nobnclbox>
< / object >

Figure 3. 11 UAV-BD PASCAL-VOC to UAV-BDAI PASCAL-VOC Annotation ConversIOn

EXPERiMENrs3.3

This section will cover comprehensive details about the followmg:

i
( source )

<d3t8base>robof}OW,•ic /database >
< / seti[ce >
<size>

< width >342 c/ width >
<height >342</heiBttt >
< depth > 3< /depth >

{/size )

<segn,enteci >8< / se Wanted>
<object>

<rta8e>bottle< / one>
<pose>Unspecified</pose>
<truncated >6< /truncated >
<difficult >ec /difficult >

ceccluded>O</occluded >

<boat)ax >
<x#in>13+</x©in>
<x&8x>2e5</x8ax>
<y+in>313c/ynin>
<)BaX>942</Yn4x>

< / brIttbOx>

+
< /DO}ec'

< 1 annatatioa>
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•

•

Models being used.

How and why these models were selected for this problem?

Model training, validation, and testing parameters'

pm.ameters considered and selected for evaluation metrics to validate the

test results.

3.3.1 Model selection

Two modeis Uained f„ ,n„mbli„g but h,v, „„„„,d m'” f” th' future related

research paper publication because model training is a very time consuming and resource

demanding task and requires a lot of efforts. The list of models is as follow

e Retina,Net with resnet_50 backbone trained with kuas framework using

retinaNet keras library

, yolov3 with Darknet-53 backbone trained with darknet namework uslng

yolo darknet library
, Mask R.N with ResNet-101 backbone trained with keras hamework

using mask rcm keras library

F,w m.„ m,.d,1, w„, t„in,d with some help hQ111 '>riginal a11thor of UAV-BD’

Ji„gwang. Thes, mod,is w„, udned on a remote SYstem that have all the recplired

m,.UK„ ,in„ th„e models were verY resowce demanding and required a lot of

computational power and we did not had the required resource horse power in the systems

we wer, using hr example our loc,1 system has nividia gPI04 Wapllic process111g unlt

which have only 8 gigabYtes of ram and google colab have a screen timeout limit of 30

min with a 12hours of per session time- List of these modds is as fo11ow:

e Faster R_CNN with renet50 and FPN backbone trained with PYtorch

framework using mmdetection code library
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• RetinaNet with renet50 and FPN backbone trained with pytorch hamework

using mmdetection code library

, FC'OS with renet50 and FPN backbone trained with pytorch framework

using mmdetection code library

3.3.2 Modeling – mmdetection models

Above three models were trained using Feature Pyramid Network (FPN) with

ResNet-50 as the backbone in mmdetection library which is based on pytorch since there

are several small objects in UAV-BD, FPN can handle multi scale objects very well [71].

In fact, models trained on mmdetection can obtain higher perfomnance than original code

library as mmdetection is much more optimized and is regularly maintained by the authors

[51]. These models were trained using original UAV-BD MS-COCO dataset and not with

new UAV-BD Al PASCAL-VOC data which means they uses MS-COCO evaluation

metrics and not PASCAL-VOC evaluation metrics so for now, in this research, they are

used for comparison purposes only.

3.3.3 Challenges and how to overcome them?

UAV-BDAI is a small object dataset and poses many challenges. For instance, the

size of bottles is very small, mostly less than 50px and due to images taken Bom different

heights and angles, the size ofbottles differs in scale as well. It also results in poor detection

performance because of the complex background of bottles in the images. Difficulty further

increases since bottles of plastic are often transparent revealing the background through

them.

To overcome these challenges, the target was to use models in ensemble methods

that are weak in one area but perform well in the other, for instance yolov2 struggles with



detecting small objects but provides state of the art performance speed [39]. On the other

hand, RetinaNet can match the speed of previous one-stage detectors while surpassing the

accuracy of all existing state-of-the-art two-stage detectors [48]. A comprehensive revlew

of these model was constructed in literature review section. YoIov3 , retinanet and FCOS

all are one stage detectors whereas Faster-RCNN is a two-stage detector' in contrast, one-

stage faster and simpler but have tends to trail the accuracy of two-stage detectors[48].

Therefore, we decided to train all these models for comparison and use retinaNet, YoIov3

and faster_rcm (mask_rcm without seglnentation) in ensemble methods to achieve a better

balance of models. The goal here is to avoid optimizing the individual models and just to

ensemble them in a simple ensemble method technique to achieve better results-

A comprehensive detail is constructed in literature review and a brief descnpbon

of these models is shown in Table 2. 1 of literature section.

3.3.4 Modeling - Keras-RetinaNet

During experimentation$ a lot of challenges were encountered, and some efforts

were made to overcome those challenges. For Instance, in keras-retinaNet model, the

supported anchor shape size of ground truth bounding boxes iS sizes = [329 647 1289 2569

512] but since UAV_BDAI has so many small objects and some are less than 32PX, some
modifications were needed to adjust the anchors so it may not create silent failures in the

modeling like objects with anchor shape size less than 32PX will not contribute to trammg9

for that reason either we need to optimize the anchors or we could upscale the images and

annotations to most optimized size for keras-retinaNet which is 800x1333. We opted to

upscale the images from 342x:342 to 800x800. The difference can be seen in the 6gure

3.12. Red bounding box means there is an issue with the annotation whereas Ween ones

are good.
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Figure 3. 12 1mage upscaling for anchor adjustments

To get better results from retinaNet, random transform was also applied' it

Randomly transforms images and annotations on the fIY everY time an image is passed to

the network. In hell nzyr implementation of keras-retinanet offers random-transform

technique which apply image augmentation techniques such as rotation9 translation9 shear,

nip2 scaling, contrast, brightness, hue, and saturation. An example of a same image Wah

random transform is shown in figure 3.13.

{VI
<q:g={i

Figure 3. 13 Random-Transform Image AuWentation

Furthermore2 transfer learning was used to initiate the model training and rest of

the parameters were unchanged as nzyr implementation have slightIY different default

settings then the original model because it is fairIY a simple model and optimized for less

resourceful systems. We recommend a deeper dive to fizYr gitlmb repositorY in order to
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have better understanding of models’ parameters. With these parameterS9 we wwe able tO

achieve a mAP value of 87.34%. A detailed analysis and compression are constructed in

the Result and Evaluation section. RetinaNet was trained on our local SYstem and tralnlng

analysis is shown in the figure 3.14.

Training loss

tr+ratrrq_nu

Validation loss

,. } \\'__

Figure 3. 14 Keras-RetinaNet Training and Validation Loss Graphs

3.3.5 Modeling – Yolov3-darknet

yolov3 was trained on a linux environment on google colab since our local SYstem

is a Microsoft windows-based environment system and darknet framework is a linux based

framework and does not officially support windows.

The first step was to convert dataset to darknet format. We need to generate the

label files that Darknet uses. Darknet requires .txt file for each image with a line for each

ground truth object in the image that looks like: <object-class> <x> <Y> <width> <helght>

where x) yP width9 and height are relative to the image's width and height. Againp I opted

roboflow.ai for conversion. Converted annotations are shown in the fig'
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Figure 3. 15 UAV_BD MS_COCO to darknet ''txt’ Converslon

11/r 0 1 0 W a S IpIn ai n e& dL W i a1 ]]1 aX t) at CIles = 4000 because U JAVw Bia has onIY one cass )

so it must have enough time to train do proper detection' it UP scales the images by dFfauJt

but ’ since yolo was not causing any ancmr issues, images reshhW was set to no resize tor

faMer Uaining. Steps were set to 80% and 90% or max batches. Filters in 3 of th:

convolutional layers above yolo layers were also set to optimum values that’s (number of

class x.5) 3) which is 15. Rest of the Raining parameters were unchanged 'h thes:

paramders9 we were able to achieve a mAP value of 76.89%. A detailed analysis. an!

:ompression are consmlded in the Result and Evaluation section' Training analysis of

yolov3 is shown in the figure 3.16.
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Figure 3. 16 Yolov3-darknet Training loss Graph

3.3.6 Modeling – Mask-RCNN

Mask_RC"NN is a Faster_RC'NN model by same author with slightly better

performance and segmentation masks as shown in the figure 3.17. It is based on ResNetlOI

and H>N backbone. In our implementation of mask-ram, we trained the model with

original UAV-BD MS-COCO dataset since it offers ground-truth seWentation masks for
the bottles as well. But, since we are interested in bounding boxes only and used the

provided coco training configurations, we reduced the complexitY of the model bY

excluding few bottom layers like "mrcnn_class_logits", ’'mrcnn_bbox_fc'’, and

''mr1.'nn bbc)x" J "mr(,'nn_mask" as these layers required matching number of classes as MS-

(-OCO dataset which is 80 and our dataset has only 1 class. Mask-rcnn now mimics like

fastet_rc'nn with slightly better performance thus it will be called faster-rcnn from here on.

Mask RCXX

'{_hD#$.

Figure 3. 17 Faster RCNN and Mask RCNN
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It was trained on google colaboratory with resnet101 backbone, but it offers

resnet50 as well. ResnetlOI is more complex than resnet50 but since mask+cnn is based

on resnet101, it is more optimized than resnet50 for mask-rcnn' All the trainmg paraIneteFS

were unchanged with 10 epochs for the head meaning training for the classification laYers

since transfer learning was used to initiate the model, 15 epochs for fine tuning the resnet4+

layers and 20 epochs for fine tuning of all the layers, this helps the algorithm converge

easier to reduce over fitting and model becomes more generalized.

We were able to achieve a mAP value of 90.34%. A detailed analysis and

compression are constructed in the Result and Evaluation section. Training analysis is

shown in the figure 3.18.

Training
loss
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Figure 3. 18 Faster-RCNN Training II)ss Graph

3.3.7 Ensembling – Models

For ensemble methods, we incorporate affirmative voting strategy, one of the manY

techniques proposed by Argela et al.p This means that whenever one of the methods that

produce the initial predictions says that a region contains an object, such a detection is

considered as valid. This method of ensembling) ensembles the output of the prediction

models7 in this case which is bounding boxes. A lot of different methods have been

discussed in the literature review session of this research9 but all those techniques can be

very challenging for a lot of user since it is hard to understand a gouP of models in
ensemble. There is actually no learning happening here in this ensemble method technique

rather ensembling of results produce by different algorithms are done. Affirmative
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£uHque was chosen because in the original article they claim to achieve UP to 10%

=,>rovement from the 5 base models on general object classes using MS-COCO and

; _\SC AL-VOC dataset. Accarding to c)Figinal afticIe the afBrmative strategY helps to

=HtlV reduce the number of false negatives without considerably increasing the number
: :- false positives. In our base9 since we have only one class and 3 trained models9 we were

61e to achieve improvement in diverse experiments which are discussed in results and

r.'aluation section.

To successhllb implement affirmative voting strategY) first the trained models

a’are allowed to generate predictions in PASCAL-VOC stYle 'xml files and then

=nrmative voting strategy was applied on these xml ales to generate outPut prediction also

a xm1 style. In the end these xml annotations were passed to PASCAL-VOC evaluatlon

qetHcs with same th.eshold value and results were generated. Ensembling was done uslng

QU instead of gpu.
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CHAPTER 4

RESULTS AND EVALUATION

This chapter will discuss the inference on these models, evaluation metrics that
were used, comparison between different inferences on models and comparison with the
results proposed in the literature.

4.1 SOME IMPORTANT DEFINITIONS

4.1.1 Intersection Over Union (IOU)

Intersection Over Union (IOU) is measure based on Jaccard Index that evaluates

th, ,,„1,p b,tw,,„ tw, bounding boxes. It requires a ground truth bounding box & W and

a predicted bounding box BT . By applying the IOU we can tell if a detection is valid (True

Positive) or not (False Positive). IOU is given by the overlapping area between the

predicted bounding box and the ground truth bounding box divided by the area of union

between them:

i o ( nr =

The image below illustrates the IOU between a ground truth bounding box (in

green) and a detected bounding box (in red).
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#
IIb

IOU = area of _owtlap =
area of union

4.1.2 True Positive, False Positive, False Negative and True Negative

Some basic concepts used by the metrics:

, True Positive (TP): A correct detection. Detection with IOU

> threshold

, False Positive (TP): A wrong detection. Detection with IOU

< threshold

, False Negative (FN): A ground truth not detected

, Tl11e Negative (TN): Does not apply. It would represent a corrected

misdetection. It is not used by the metrics.

threshold: depending on the metric, it is usually set to 50%, 75% or 95%-

4.1.3 Precision

Precision is the ability of a model to identify only the relevant objects. It is the

percentage of correct positive predictions and is given by :

_ TP TP
PT' t'i-in11 = =
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4.1.4 Recall

Recall is the ability of a model to find all the relevant cases (all Wound truth

bounding boxes). It is the percentage of true positive detected among all relevant Found

truths and is given by:

JR ( r r F f& f / = fp= = ©£••nm=

4.1.5 Precision x Recall curve

This kind of curve is used by the PASCAL VOC 2012 challenge. The Preclslon x

Recall curve is a good way to evaluate the performance of an object detector as the

(,3,)nhdence is changed by plotting a curve for each object class. An object detector of a

particular class is considered good if its precision staYS high as recall increases, which

means that if you vary the confidence threshold, the precision and recall will still be high.

Another way to identify a good object detector is to look for a detector that can identify

only relevant objects (0 False Positives = high precision)9 finding all Wound truth obJects

(0 False Negatives = high recall) .

A poor object detector needs to increase the number of detected objects (increasing

False Positives = lower precision) to retrieve all Wound truth obi ects (high recally That is

why the Precision x Recall cuive usually starts with high precision values, decreasing as

recall increases.

4.1.6 Average Precision

Another way to compare the peri)rmance of object detectors is to calculate the area

under the curve (AUC) of the Precision x Recall curve. As AP curves are oRen 21gzag
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curves going up and down> comparing different curves (different detectors) in the same

plot usually is not an easy task - because the curves tend to cross each other much

$equently. That is why Average Precision (AP), a numerical metric, can also help us

compare different detectors. In practice AP is the precision averaged across all recall values

between 0 and 1.

From 2010 on, the method of computing AP by the PASCAL VOC challenge has

changed. Currently9 the interpolation performed by PASCAL VOC challenge uses all data

points9 rather than interpolating only 11 equally spaced points as stated in their paper. As

we want to reproduce their default implementation, this implementation follows their most

recent application (interpolating all data points) of PASCAL-VOC.

4.1.7 Interpolating all points

Instead of interpolating only in the 1 1 equally spaced points, you could interpolate

through all points in such way that:

TH (:7'„ A. i – T ,„ } #„„„,v, { r,ii„} }

With
y' I=G

tlllu, to <%'*- ! } == _ {HiLl: fi if i’ rf ;'r+, a. i

where P { i :; is the measured precision at recall f .

In this case, instead of using the precision observed at OnIY few points9 the AP IS

now obtained by interpolating the precision at each level, r taking the maximum preclslon

whose recall value is greater or equal than r T 1. This way we calculate the estimated area

under the curve.

The COCO challenge’s variants to recall that the Pascal VOC challenge defines the

mAP metric using a single IoU threshold of 0.5. However, the COCO challenge defines
several mAP metrics using different thresholds, including:
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, mAPIoU=.50:.05:.95mAPIoU=.50:.05:.95 which is mAP averaged over 10 IoU

tluesholds (i.e.) 0.509 0.55 p 0.609 ...p 0.95) and is the primary challenge metric'

e mAPloU=.50mAPIoU=.50> which is identical to the Pascal VOC metric.

, mAPIoU=.75mAPIoU=.75, which is a strict metrIC.

4.2 INFERENCING MODELS

While running inferencing, all the testing parameters were set the same as of

wnesponding paper [21]. The results are interesting and discussed in this section'

For evaluation> PASCAL-VOC evaluation metrics was used for YoIov3-darknet,

keras-retinanet, faster-1:cnn and ensemble methods whereas nnndetection PYtorch based

models faster-rcnn, retina:net and fcos were evaluated on COCO evaluation metdcs' A set

of separate 5078 test images were used for evaluatlon'

Implementation of PACAL_VOC evaluation metrics this research incorporates IS

originally proposed by Angela et al., [34] whereas for coco evaluation default mmdetectlon

coco evaluation metric was used [51] .
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4.2.1 Inferencing _ Models on PASCALHVOC evaluation Metrics

4.2.1.1 Inferencing – YoIov3

Precision x Recall curve
Class: bottle, AP: 76.89%

= PeckIS

0.96

g o.94

i
0.92

0.88

Figure 4. 1 1nference Results of YoIov3

In our testing we found that yolo still struggles with the small objects as we were able to

achieve an AP value of 76.89%. In fact, in our case yolov3 performed slightIY worse than

th, yol,2 p,oposed by the corresp011ding paper [211 where Yolov2 achieve a slightIY bette1

performance of 77.4% of AP value.

4.2.1.2 Inferencing - RetinaNet

Precision x Recall culve
Class: bottle, AP: 87.34%

1,00

a99

ly+

.g o.97i
0.96

o.94 1 --. Interpolated precIsion (every point) ;
• necjgon , 1

Figure 4. 2 1nference Results of RetinaNet keras
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In our testing of keras-retinaNet, it performed waY better than YoIov3 and sutpassed

the AP score value with more than 10.45%. It scored an AP value of 87'34%'

4.2.1.3 Inferencing – Faster RCNN

Precision x Recall cuive
Class: bottle, AP: 90.69%

= lnterpolated precision (every point)
F+eclslon1.000

0.975

0.950

r : 1C) • OI 12 151

a o.900 -

0.875

0.850

0.825

;fIr&:

ab

ii:::I;it;if

Figure 4. 3 Faster RCNN keras Inference Results

In our testing! faster-RCNN performed the beat out of all three models with an AP

score of 90.7%! achieving a slightly better performance than the faster-RCNN model

trained on UAV_BD by the base paper which achieved AP score value of 90.3%. That is

13.8% better than yolov3 and 3.35% better than keras-retinanet.

69



4.2.1.4 Ensembling – Yolo, keras-RetinaNet and Faster-RCNN

PrecISIon x Recall curve
Class: bottle, AP: 87.43%

I'll
gib 04

--- tnterTnlated precISIon tevery polntl
• F+eclgon

0.4 0.6 0.8
recall

Figure 4, 4 1nference Results of Ensembling Yolov3 RetinaNet and Faster RCNN

When it came tO ensembling9 we first ensembled all off our trained models and

were able to achieve an AP value of 87.43%. At first glance, it seems that there is no galn

but if we see our base models’ performance, the difference between performances of these

models is quite high. If we compare it with the base models, we can see that by ensembling

these models, the results have become more generalized and the performance is IO'54%

better than yolov3 since it greatly reduce the number of false negatives wlthout

considerably increasing the number of false positives.

4.2.1.5 Ensembling – Yolov3 and keras-RetinaNet

PrecISIon x Recall cuive
Class: bottle. AP: 83_69%

Interpolated ptunon (every par++

Figure 4. 5 1nference Results of Ensembling Yolov3 and RetinaNet
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By ,„se„,bi„g y.lo,3 ,„d ke„s-,eti„,Net we were able to achieve a11 AP value of 83'69%'
That,s bed.er than yolov3 but worse than faster rcnn and almost identical to retmaNet

4.2.1.6 Ensembling – Yolov3 and Faster-RCNN

PrecIsion x Recall curve
Class: bottle. AP: 87.38%

1.000

0.973

0.950

0.925

0.900

0.825

}nterpdated precldm €wetY pclintl

0.806
040.20,0

recall

Figure 4. 6 1nference Results of Ensembling YoIov3 and Faster RCNN

By ensembling yOIOV3 with fastel-rCnnl we weTe able tO achieve identica1

performance to keras-retinanet that is 10.5% better YoIov3'

4.2.1.7 Ensembling – keras-RetinaNet and Faster-RCNN

PrecISIon x Recall curve
Class: bottle, AP: 91.98%

\\
ii

Interpolated prectston teverY polntJ

Figure 4. 7 1nference Results of Ensembling RednaNet and Faster RCNN
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But when we ensembled the 2 best models) we got overall better results with an AP value

of 92%. That is overall, the best performance with 15% better performance than YoIov3,

4.64% better than keras-retinanet and 1.3% better than faster+cnn-

4.2.2 Comparison

Table 3. 1: Comparison of Inference results of our models with conespondmg

paper

n=mT®©VnTm AP

Models I values I Models I values I Models I values I Models 1 values

with aBB I I with OBB

Hmv+
RetinaNet +

FasterRCNN
Yolov3 1 76.89% I Yolov2 1 77.4% yolov2 67.3% 87.43%

R,ti„,N,t 1 87.34% I SSD 1 90.1% SSD 87.6%
-GiFvi +
RetinaNet

83.69%

Faster-
90.69%

RCNN

Ra ter
90.3%

RCNN

T-;ster

RCNN

RRPN

86.4%

Taiifi
FasterRCNN

87.38%

88.6%
==;M-t+
FasterRCNN

923/o

From the table above we can see that when two of the best models for instance

retinanet and faster rcm were combine in ensemble meth)ds the results outperformed

every other model and ensembling results either in our implementation or the results of

models implemented in the base paper l2 ll.
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4.2.3 Inferencing – Mmdetection Models on COCO metrics – Benchmarks

These models were trained for comparison purpose only and are reserved for Rlture

work. They are evaluated on MS-COCO metrics without the plotting of Precision X Recall

1..uwe. In our testing of mmdete c.'tion models. All these models perform almost the same

with loU = 0.5:0.95, RetinaNet scored AP value of 73.3%, Faster RCNN scored slightIY

better with 73.7% and F(..-os at the bottom with 72% AP value. More detailed results are

shown in figure 3.26, figure 3.37 and fiWre 3.28.

4.2.3.1 RetinaNet

Average Precision

Average Precision

Average Precision

Average Precision

Average Precision

Average Precision

Average Recall

Average Recall

Average Recall

Average Recall

Average Recall

Average Recall

(AP) @[ Ic.)u=0.50:0.95 1 area= all 1 maxDets=100 ] = 0.733

(AP) @[ I,u=0.50 k area= all 1 maxDets=100 ] = 0.988

(AP) @[ lou=0.75 ! area= all I maxDets=100 ] = 0.878

(AP) @[ I,U=O.50:O.95 } area= small I maxDets=lOO ]= O.551

(AP) @[ lou=0.50:0.95 1 area=nedium I maxDets=100 ] = 0.752

(AP) @[ lou=0.50:0.95 1 area= large I maxDets=100 ] = 0.789

(AR) @[ I,U=O.50:0.95 1 area= all 1 maxDets= 1 ] = 0.547

(AR) @[ i,u=o.50:o.95 1 area= all I maxDets= 10 ] = 0.778

(AR) @[ lou=0.50:0.95 ! area= all I maxDets=100 ] = 0.778

(AR) @[ loU=0.50:0.95 1 area= small i maxDets=100 ] = 0.629

(AR) @[ Ic.)u=0.50:0.95 1 area=medium I maxDets=100 ] = 0.797

(AR) @[ it.)u=0.50:0.95 1 area= large I maxDets=100 ] = 0.811

Inference Results of RetinaNet Using MMdetection
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4.2.3.2 Faster RCNN

Average Precision (AP) @[ loU=0.50:0.95 k area= all I maxDets=100 ] = 0.737

Average Precision (AP) @[ loU=0.50 1 area= all I maxDets=100 1 = 0-989

Average Precision (AP) @[ loU=0.75 1 area= all I maxDets=100 ] = 0.891

Average Precision (AP) @[ loU=0.50:0.95 1 area= small I maxDets=100 ] = 0-568

Average Precision (AP) @[ IoU=0.50:0.95 1 area=nedium I maxDets=100 ] = O'755

Average Precision (AP) @[ IoU=0.50:0.95 1 area= large I maxDets=100 ] = 0.783

Average Recall (AR) @[ loU=0.50:0.95 1 area= all I maxDets= 1 ] = 0.546

Average Recall (AR) @[ loU=0.50:0.95 1 area= all I maxDets= 10 ] = 0-778

Average Recall (AR) @[ loU=0.50:0.95 1 area= all I maxDets=100 ] = 0.778

Average Recall (AR) @[ loU=0.50:0.95 1 area= small I maxDets=100 ] = 0.635

Average Recall (AR) @[ IoU=0.50:0.95 1 area–medium } maxDets=100 ] = 0-796

Average Recall (AR) @[ loU=0.50:0.95 1 area= large I maxDets=100 ] = 0-807

Inference Results of Faster RCNN Using MMdetection
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4.2.3.3 FCOS

Average Precision

Average Precision

Average Precision

Average Precision

Average Precision

Average Precision

Average Recall

Average Recall

Average Recall

Average Recall

Average Recall

Average Recall

(AP) @[ IoU=0.50:0.95 1 area= all E maxDets=100 ] = 0.720

(AP) @[ IoU=0.50 1 area= all I maxDets=100 ] = 0.987

(AP) @[ IoU=0.75 1 area= all I maxDets=100 ] = 0.865

(AP) @[ loU=0.50:0.95 1 area= small I maxDets=100 ] = 0.522

(AP) @[ loU=0.50:0.95 1 area=medium I maxDets=100 ] = 0.741

(AP) @[ loU=0.50:0.95 1 area= large I maxDets=100 ] = 0.775

(AR) @[ IoU=0.50:0.95 1 area= all I maxDets= 1 ] = 0.542

(AR) @[ IoU=0.50:0.95 1 area= all ! maxDets= 10 ] = 0.769

(AR) @[ loU=0.50:0.95 1 area= all I maxDets=100 ] = 0.769

(AR) @[ IoU=0.50:0.95 1 area= small I maxDets=100 ] = 0.597

(AR) @[ IoU=0.50:0.95 1 area–medium I maxDets=100 ] = 0.791

(AR) @[ Ic)U=0.50:0.95 b area= large I maxDets=100 ] = 0.805

Inference Results of FCOS Using MMdetection

4.3.3 Interpretation

Since, plastic pollution poses long term health, environmental and economic issues,

technologies like Al and computer vision has stepped in to track our plastic waste. One

way to do it is by using object detecting through UAVs in order to successfully locate

plastic. This research shows that, how UAV systems can easily be used for object detection

analysis to track bottles that are one of the top 3 most abundant plastic waste material bY

using state of the art object detecting algorithms in a technique called ensemble methods

to further increase their object detection performance. In this research we set new

benctunarks and were able to outperform corresponding models trained by us as well as

outperforming corresponding research papers techniques and models by achieving an AP

value of 92%
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This research further shows that for anY given object detecting task’ preparing’ and

hansfoming dataset hold significant importance. Further, in our findings we were able to

show that when ensembling different objecting models> the choice of model selecting is

cruuia1 as ensembhng weaker model with a stronger one tends increase weaker models

performance but also decreases stronger models’ performance thus overall performance

tends to decrease but model becomes more generalized'

Furt.her9 a comparison table was constructed through literattne review in order to select

models for ensembling. In the end> some models were trained using mmdetection code

library which is based on pytorch framework and their benclunarks are presented
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CONCLUSION

Ensemble methods could be a challenging task but not as challenging as optrmlzmg

mode1,s arclitecture to get better predictions. In fact, it could be verY easY to ensemble the

output predictions of the models using ensembling strategies like voting because

impl,m„,ting ensemble methQds that depends on the nature of the algo::ittlms enWIoYed to

construct the detection models could be challenging task for most users as there are a lot

of complications associated with it. We can see Bom the results of all our inferences’

,imply ,„,Gmbh„g th, mod,1, that perform similar helps us gain perf')::ma11c” boost with

respect to accuracy as suggested by the original paper as well [34]' For lnstance’ m our

testing faster rcm and keras-retina:net were the toP candidates and when combined m
ensemble methods they ouq)erR)rmed any other model in our testing. SimilarIY, ensembllng

a weaker mode1 with a stronger one could increase the accuracy results compared to the

weaker modd but also reduce the accuracy results compared to stronger model as it can be

seen from the results of yolov3 with keras-retinanet and YoIov3 with faster-rcnn' So,

choosing the right models for ensembling is crucial.

Furthermore. hom all our experimentations and testing we are able to veTib that first most

important task in any given object detection challenge is preparation of dataset because it

could lead to sub optimal results such as when the UAV-BD was fed to models without

cleaning it9 caused a lot if issues and even produced wage results'

Last but not least9 implementations of these models offered bY latest model libraries llke

mmdetection are well optimized that producns results beau than origina1 code libranes'

The models we have trained are here to set benchmaFks for now but could be used m

ensemble methods for future work.
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FUTURE WORK

Adding more dataset holds important value as deep learning algorithms are verY data

demanding and since there are no publicIY available plastic datasets, generating and

labeling own dataset like UAV-BD dataset could be done in the nlture' For now’ we were
focused on bottle class only, since it is one of the toP 3 most atxmdant plastic waste materia1

but adding more classes in dataset could help us in identi®ing and reduce more plastIC

waste. We have ensemble(i three models and showed that how easY it is to ensemble the

outPut of different models for increasing the accuracy for small objects, addmg more
models in ensemble methods bould help in Rlrther increase overall accuracy performance'

Tbe mmdetection libraIV models we have trained could also be used in ensemble learnlng

in the Rltnre. Optimizing models before ensembling could also help us galn more

p„f,mm„, b,„t. W, h,„, n.t t„t,d th„, „,ult' '" ”'1 time data to measure detectlng

speed) it could be done in the future as well. Finally, this was supervised learnIng'

techiques like semi-supervised learning could be apply in the future to make the models

lemb on real time data in real time thus further increase their performance.
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