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Abstract

Pakistan is struggling to provide good and on time healthcare facilities to its

people.Situation become worse when the number of patients exceeds the capacity

of available hospitals and healthcare facilities. With the help of current technology

and data availability, we can analyse and forecast particular disease occurrence in

the form of disease locations.This information is useful for healthcare sector and

policy makers to make better decisions.This research analyse and forecast SARS and

cholera disease locations for different cities of Punjab province.To conduct the study

deep learning models LSTM(long short term memory) and Transformer models are

used for forecasting dates and locations of SARS and cholera disease using 2016’s

year data set.

We believe that techniques used in this study to forecasting SARS and cholera

disease dates and locations can be extended to other diseases as well.This will play

an important role in improving the public health situation of Pakistan.Due to the

data set availability we target different cities of Punjab province, however it can be

extend to other province cities as well.
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CHAPTER 1

INTRODUCTION

1.1 Background

The healthcare industry is critical to a nation’s overall health. It is criti-

cal to have access to high-quality healthcare services such as medical treatment,

preventative care, and health education. A well-functioning healthcare system

guarantees that illnesses are recognized and treated as soon as possible, lower-

ing the burden of chronic diseases and preventing epidemics.The entire quality

of life is improved by having access to high-quality healthcare services. People

may live healthier, more productive lives when healthcare is easily accessible

and can meet the patient requirements. A productive population is one that

is healthy. When individuals are healthy and have access to healthcare when

necessary, they can actively participate in the labor force, which promotes

economic growth.

Pakistan, since its independence, the government is struggling to provide

better health care facilities to its people. In big metropolitan cities, the overall

situation of health care sector is comparatively better than small cities.When it

comes to health care facilities in rural areas, situation is worse.In the modern

era of technologies, Artificial Intelligence has emerged as a powerful tool in

solving many problems [1]. Health care sector can also be revolutionized with

the help of AI [2].Machine learning is sub domain of AI, in which with the help

of data we can solve particular problems.Prediction and forecasting comes

under machine learning, in which we predict and forecast with the help of

historical date.Deep learning is subset of machine learning which works on the

basis of neural networks[3].Using deep learning techniques or models we can

also forecast disease occurrence.

In a world where countries are striving to explore and discover new tech-

nologies, Pakistan is still facing issues to provide clean water and food to its

people. Lack of clean water and food is infecting people with cholera.This

thesis focuses on cholera and SARS disease forecasting.SARS, or Severe Acute
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Respiratory Syndrome, is caused by a virus that spreads when someone who

is sick coughs, sneezes, or talks, and tiny droplets with the virus get into the

air. A lot of cholera and SARS patients are unable to have proper health

services. Forecasting cholera and SARS disease locations can give a better

understanding regarding spread of disease, to the health care sector to meet

the requirements of patients in future.

1.2 Problem Analysis/Formulation

For successful public health planning and response, disease outbreaks

must be understood and predicted. Disease trajectories, which combine geo-

graphical characteristics with a time horizon, can offer important insights into

the dynamics of disease outbreaks. A lot of patients of Cholera and SARS

disease are remained untreated due to lack of healthcare facility especially in

disease outbreak. If we can predict the expected locations of Cholera and

SARS day wise, this can help the government and health care sector to plan

and provide proper health care facilities for the patients. This is the problem

that this research set out to address.

Problem can be formulated as if we have historical data consisting of

information regarding on which day disease occurred(time span) for a spe-

cific region using spatial features, we can forecast future disease locations and

days.In this research, the disease-trajectory prediction can be formulated as

predicting future trajectories of the target disease by using historical trajecto-

ries of the target disease. To facilitate the modeling of this problem, we firstly

introduce some notations.The past trajectories of the i-th disease from day d

= 1 to d =dobs can be described by

Xi = {t1i , t2i , ..., t
dobs
i } (1.1)

where,

tdi = (xd
i , y

d
i ) (1.2)

is the vector of disease i at day d, which includes the disease location

coordinates, x as latitude and y as longitude. The future trajectories of the

i-th disease can be expressed as

Yi = {tdobs+1
i , tdobs+2

i , ..., t
dobs+dpred
i } (1.3)

where,

td̃i = (xd̃
i , y

d̃
i ) (1.4)
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are the predicted locations of disease i at day d̃

1.3 Research Objectives

The primary objectives of this research are as follows:

• To design a predictive model that combines both time series sequence

and spatial features for forecasting disease dates and locations.

• To access model’s reliability and accuracy using historical outbreak dis-

ease data

• To provide insights into the spatial and temporal patterns of disease

outbreaks

1.4 Significance of the study

The research is based on Time Series Analysis and Forecasting of cholera

and SARS disease. Disease forecasting gives early warnings about possible epi-

demics. This helps public health professionals and governments to prepare and

deploy resources, such as medical supplies, healthcare workers, and facilities,

to respond effectively to the epidemic.By predicting where and when both dis-

eases might spread, government can strategically distribute medical supplies,

medications, and healthcare workers to areas at higher risk.Forecasting helps

plan healthcare capacity. Hospitals and healthcare facilities can prepare for

potential surges in patient numbers and allocate beds, ventilators, and other

medical equipment accordingly.Forecasting informs policy decisions. Govern-

ment can make evidence-based decisions about reopening, lockdowns, travel

advisories, and other policy measures based on forecasted disease trends.

1.5 Scope Of Research

The target group of the research are researchers interested in finding dis-

ease spread using deep learning techniques through spatio temporal analysis

using historical time series data.In addition, it is also relevant for public health

officials and epidemiologists. This research can facilitate decision-making pro-

cesses related to disease surveillance, resource allocation and the implementa-

tion of preventive measures for Cholera and SARS.
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1.6 Spatio Temporal Analysis

location and time span two basics aspects of spatio temporal analysis[4].Spatio-

temporal analysis involves looking at two crucial factors at the same time:

”where” and ”when.” It’s similar to viewing two aspects at the same time,

namely the spatial aspect, which defines locations such as cities, and the tem-

poral aspect, which denotes moments in time over various days. Consider

the following scenario: we have a map that represents various places and a

timeline that defines distinct time points over different days. The use of this

integrated map and timeline to acquire insights into the dynamics of events,

understanding how they change and traverse both space and time, is known as

spatio-temporal analysis.Timelines can include accurate timestamps down to

the minute or second, or they can be aggregated to daily, weekly, or monthly

intervals in some circumstances. When we aggregate data to daily intervals and

examine it on a daily basis, we are still engaging in spatio-temporal analysis.

Here’s a simple diagram to understand it better.

Figure 1.1: Spatio Temporal Analysis

In this diagram, the map represents different places (A, B, C), and the

timeline represents different days (Day 1, Day 2, Day 3). With spatio-temporal

analysis, we can answer questions like:

”Where did events happen on Day 2?” ”How did the situation change

from Day 1 to Day 3 in Place C?” By combining both space (where) and time

(when) information, we can see patterns, trends, and relationships that we

might not notice if you only looked at one thing at a time.

1.7 Disease Trajectory

A set of geographic data points that indicate the location of the item at

various times in time are frequently used to illustrate trajectories. Latitude,

longitude, altitude, and occasionally other characteristics like speed or direc-

tion, can all be included in these data points as coordinates.Insights into how
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objects or entities move and interact with their surroundings through time are

provided by trajectory data, which is useful for spatial analysis.We now have

a significant number of GPS trajectories capturing people’s position histories

because to the growing number of GPS-enabled gadgets that are available[5].

Using trajectory analysis, one may get a deeper comprehension of spatial dy-

namics, patterns, and trends that can then be used in a variety of contexts,

such as transportation, ecology, urban planning, and more.

Disease trajectory is like tracing the path of a disease as it moves and

spreads. It’s similar to following the steps of a journey. Imagine we’re drawing

a map that shows where a disease, like cholera and SARS, starts and how it

moves to different places over time.

For example, let’s think about cholera spreading in different cities:

Starting Point: The disease might begin in one city. Movement: As

time goes on, the disease might move to nearby cities or other areas. Spread:

More and more cities might get affected as the disease spreads. Locations:

We can predict where the disease might show up next based on how it has

been moving. By studying the disease trajectory, we can figure out where the

disease might go next and help plan ways to prevent it from spreading further.

It’s like drawing a map that helps us see where the disease is headed and how

to stop it.
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CHAPTER 2

RELATED WORK

Many researchers have conducted studies on the movement or trajecto-

ries of individuals and objects to have better intelligent transportation sys-

tems. Pedestrians are one of the main components of intelligent transporta-

tion systems. Understanding how they move helps in a variety of fields such as

self-driving automobiles, robot navigation, and smart tracking systems. Self-

driving cars are improving, and understanding where people will walk is critical

for them. It assists the automobiles in determining whether to stop, slow down,

turn, or continue driving. Unlike automobiles, pedestrians may move in a va-

riety of directions, which can be challenging for self-driving cars, particularly

in areas with a high density of people and cars, such as neighborhoods, mar-

ketplaces, or parking lots. Predicting where people will walk can also aid with

traffic management.A convolutional long short-term memory (LSTM) neural

network architecture is used for pedestrian trajectory prediction in intelligent

transportation systems [6].

To forecast where pedestrian would walk or future pedestrian trajec-

tory, the authors developed a system called spatial graph convolutional LSTM

(SGC-LSTM). First by using LSTM,it determine how each individual has been

moving. Then, they utilize a specialized network known as graph convolution

network(GCN) to observe how individuals interact with one another in a group.

They integrate these movement and interaction elements, and an emotion gate

determines how important the interactions are. Finally, another LSTM is used

to predict where pedestrian would go next.

The majority of earlier models either used max-pooling techniques to

extract certain characteristics from movement hidden states in order to capture

pedestrian interactions, or they simply fused movement hidden states. These

policies produce incomplete information on interactions because they cannot

find correlations inside the concealed states.For machine learning on graphs, a

potent neural network design is the graph convolution network [7][8]. By using

message passing between the nodes of graphs with an adjacent matrix, GCN

7



can represent the importance of graphs [9].Not only in recommend systems

[10] but also in traffic speed forecasting GCN(Graph Convolutional Network)

has played a pivot role[11].

For applications requiring sequence prediction, RNNs and its variant

structures—such as LSTM[12] networks and gated recurrent unit (GRU) [13]are

used in many domains.

For trajectory prediction attention base models have been also used. The

encoder-decoder model based on RNN can perform better due to attention. Its

major goal is to assist models in extracting more vital and significant informa-

tion by giving each component of the input a distinct weight. When compared

to a standard RNN, the attention mechanism helps the model to focus on the

aspects that are important for prediction while disregarding the aspects that

are not significant, enabling the model to reach more accurate conclusions. Nu-

merous attention-based techniques have been employed to assess the relative

significance of pedestrians in trajectory prediction [14][15][16][17]

A Spatial-Temporal Attention and Graph Convolutional Network Model

(STAGCN) framework is helpful in anticipating urban transportation desti-

nations, which is an important part of urban traffic planning and congestion

management[18]. To extract latent, low-dimensional representations from com-

plicated multi-graph input data, this novel model leverages a Graph Convo-

lutional Network (GCN) with two hidden layers. GCN produces time series

data, which is then fed into an LSTM (Long Short-Term Memory) encoder

model to capture temporal relationships within the data.

To learn spatial and temporal weight vectors,the hidden outputs of the

LSTM encoder at various time points are then fed into an attention module

designed. Then in LSTM decoder,the weighted spatial-temporal vectors are

sent which is in charge of forecasting future destination.For modeling temporal

connections within location sequences LSTM encoding module is used, whereas

the decoding module is responsible for predicting future locations. It includes

aspects like geographical connection between sites and their surroundings, .

This method recognizes that relying exclusively on LSTM for predictions may

be insufficient. For improving the accuracy of destination predictions,.the ad-

dition of a spatial-temporal attention mechanism enables efficient collection

of temporal and spatial data, as well as their interaction. Author has consid-

ered short intervals for forecasting, for longer intervals, when the network scale

increases, getting better results needs to be explore.

Just like predicting traffic and pedestrian trajectory with the help of

time series data, we can also predict and forecast disease or patient trajec-

tory.The movement of the patient defines the disease trajectory.When pan-
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demic COVID-19 hit us, a lot of researcher focused on study and predict its

spread. [19] addresses movements of pandemic disease patients, COVID-19

patients in Nigeria.Six different machine learning models MLR(multpile linear

regres- sion),KNN(K nearest neighbor), DTR(Decision tree regression),RFR(Random

forest regression), GBR(Gradient Boosting Regression), and XGBR(eXtreme

Gradient Boosting regression) are used for predicting patients locations. A

sample of 15 people drawn from the Local Government Area of Lagos State,

Nigeria for collecting location records.These Trajectory dataset contain geo-

graphical information acquired in real-time from mobile devices tablets and

smartphones and, such as altitude, latitude, longitude, time, and more.By

placing a tracking App on each participant’s individual smartphone to enable

experimental contact tracing, and all participants readily consented to partic-

ipate in the study.In comparison to MLR, kNN, DTR, GBR, and XGBR, the

DTR algorithm predicts the next probable location of a COVID-19 patient

more accurately. Due to privacy issue less patients participated to collect real

time patients locations. More relevant features like town or nearby area etc

should have also used to predict more accurate locations.

Another study proposes spatio-temporal neural networks for forecasting

spread of Covid-19 [20].The Spatio-Temporal Neural Network (STNN) suc-

cessfully incorporates temporal and spatial characteristics, outperforming tra-

ditional epidemic forecasting models in terms of accuracy and how it handles

spatio-temporal data.STNN with Augmented Spatial States (STNN-A) and

STNN with Input Gate (STNN-I) are two augmented Spatio-Temporal Neural

Network (STNN) architectures introduced by the authors. These architectural

changes increase the predictability and flexibility of the STNN models used to

estimate COVID-19 results.

The STNN model are compared to standard epidemic prediction models

such as the fully-connected neural network , recurrent neural network (RNN),

traditional curve fitting models. The results of numerical simulations show

that the STNN models outperform in both fitting and prediction tasks.The

study collects Chinese province data from the People’s Republic of China’s

National Health Commission, US data from Johns Hopkins University, and

Italian data from the Health Ministry. These files provide the total number of

verified COVID-19 cases, deaths, and recoveries.

In addition to patient numbers, the study collects temporal and regional

information about the disease’s propagation. This includes daily migration

statistics across Chinese provinces, hospital-related information (such as the

number of hospitals and fever clinics), and meteorological data that includes

temperature, humidity, and air quality index measures.One of the main limi-
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tation is that using very complicated polynomial curves for fitting data can be

risky. They might not work well outside the range of the data we have. So,

one has to be very careful when trying to make predictions or estimates using

these kinds of curves.

Germany also conducted many researches regarding spread of COVID-

19 like China.One of the study examine the COVID-19 weekly spread[21].The

research study proposes a multimodal learning approach for predicting local

COVID-19 instances in Germany that includes graph neural networks (GNNs).

Research presents a new fusion approach that directly merges mobility and

connection data from the online platform Facebook with structural and geo-

graphical features of cities and districts across Germany. The network learns

the embedding of each district autonomously from start to finish, removing the

requirement for a separate preprocessing phase.This aligns with prior sugges-

tions advocating for the adoption of flexible and hybrid methods that consider

collaborative sources of information.

From a methodological standpoint, they have achieved integration by

merging graph neural networks with epidemiological models. This enables to

handle both network-based data and tabular data concurrently. Moreover com-

parisons, validation assessments, and quantification of uncertainty to evaluate

the trustworthiness of our model is considered. The model gives predictions for

weekly COVID-19 cases at the community level, covering all 401 federal dis-

tricts in Germany.This strategy presents an extensive and adaptable approach

for forecasting COVID-19 cases, capitalizing on a diverse array of data sources

and advanced modeling methods.They divide data sources into infection data

and Facebook data relating to human movement and connectivity. As time

series data, the infection data only contribute to the model’s structured and

target components. In contrast, the majority of network data is used directly

within the GNN module. They transform the networks into units consistent

with our time series data to enable validation tests and coefficient interpre-

tation. This is accomplished by extracting various structural properties from

the networks.

To study long term spatio temporal dependencies for the spread of in-

fluenza like illness(ILI) GNN model is used[22].The major focus of this re-

search is on the long-term prediction of Influenza-Like Illness (ILI) patient

numbers spanning 2 to 15 weeks. To address the complexities of research,

combines graph propagation models with deep spatial representations, with

the goal of compensating for the dataset’s intrinsic lack of temporal informa-

tion. Considering each geographical place to be a node, resulting in a well-

crafted graph neural network architecture.This framework has been carefully
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designed to serve as a guide for understanding how illnesses spread throughout

people.Researcher also utilized enlarged temporal convolutions, a deliberate

choice that helps to spot patterns in the data that occur across both short and

long time periods.

Another research [23] demonstrates the usefulness of comprehensive mo-

bility data,for tracking the disease spread using spatio-temporal graph neural

network developed for COVID-19 prediction at the county level in the United

States. Authors recommend using more detailed real-time data that can cap-

ture regional movement and inter-region interactions to improve forecast ac-

curacy.Considering future illness cases in a location are impacted not just by

past data from that region, but also by data from other places, such as persons

going to and from that region and regions with comparable epidemic trends.

The increasing use of GPS-enabled mobile devices provides a fresh and

extremely reliable source of mobility data, otherwise to capture regional move-

ment data has been difficult.In addition, they suggest a unified method to in-

fectious illness modeling that can account for both temporal and geographical

interactions.The authors argue that by including inter-regional connections

and mobility data, their suggested technique employing Graph Neural Net-

works may effectively capture complex dynamics and improve the accuracy

of COVID-19 case predictions. For a given time series serving as input and

the model predicting either a single value or a future time series, this can be

framed as a regression learning job.

However, this technique is not suitable for analyzing human motion move-

ment, data is naturally represented as a spatial network, edge weights repre-

senting estimates of human movement between locations and with each node

representing a place or location linked to many other nodes.To capture both

geographical and temporal connections, a graph with many edge types can be

used.Edges in the spatial domain represent direct movement between sites and

are weighted depending on normalized mobility flow. To represent the county

connectivity graph on a particular day, the network structure is made of 100

stacked layers.To capture full week temporal information,inside each layer each

node makes direct links with the seven nodes that come before it in time.By

using this approach, both geographical and temporal aspects are captured,

which allow the model to give exact forecast for COVID-19 patients.The New

York Times (NYT) COVID-19 dataset,gives information about the number of

COVID-19 cases in different regionsThe dataset which helps the researchers

understand the quantity of movement in different regions, Google COVID-19

Aggregated Mobility Research Dataset was used. This dataset provides infor-

mation on the number of trips taken by people in different regions, which can
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be useful in predicting the spread of the virus.There was another dataset which

was used, Google Community Mobility Reports, which provides information on

the dynamics of various types of movement. This dataset provides information

on the types of places people are visiting, such as workplaces,parks, grocery

stores.This information can be useful in predicting the spread of the virus

and understanding how people are responding to the pandemic.However, The

information is only available to smartphone users who have enabled Google’s

Location History function, which is disabled by default. As a result, the statis-

tics may not be representative of the full population and may differ depending

on location. The data cannot be utilized to establish direct comparisons be-

tween areas because areas differs significantly.The data does not capture sig-

nificant Other factors that can affect COVID-19 transmission, like changes in

the weather and increased prevalence of wearing masks. These factors, com-

bined with increased awareness, can effectively reduce transmission even when

mobility remains unchanged.These external features should be considered for

accurate forecasting.

Many studies have shown that using transformers gives best forecasting.

One of the study [24] uses transformers to forecast influenza disease.For pro-

tecting and preventing outbreak, researcher focuses on developing transformer

base model on the dataset to capture long range dependency.The transformer

model is compared with the autoregression model and RNN model. To im-

prove the accuracy of the predictions, the researchers have designed a sources

selection module that measures curve similarity to fuse information from dif-

ferent data sources and capture spatial dependency.To improve the accuracy

of the predictions, the researchers have designed a sources selection module

that measures curve similarity to fuse information from different data sources

and capture spatial dependency.To handle long range sequence of time series

data,input selection module and the encoder decoder module is used.

Most researchers have studied the dynamics and spread of a single dis-

ease. While in real life scenario where there is outbreak of more than one dis-

ease, these needs to be addressed and studied. So there is need to study,analyze

and predict the spread of multiple diseases at the same time.
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Table 2.1: Literature Comparison

Ref Description Model Data Set Shortcomings

[6] Social graph convo-

lutional LSTM for

pedestrian trajectory

prediction

GCN and

LSTM

Pedestrian tra-

jectory dataset

In real world scenario the mobility of pedestrian

does not only depend on only neighbours pedes-

trian within a specific distance, proposed method-

ology does not assumes this.

[18] Spatial-Temporal

Attention Mechanism

and Graph Convolu-

tional Networks for

Destination Predic-

tion

GCN and

LSTM

Large scale ur-

ban real dataset

They have considered short intervals for forecast-

ing, for longer intervals, when the network scale

increases, getting better results needs to be ex-

plore.

[19] A framework for mon-

itoring movements of

pandemic disease pa-

tients based on GPS

trajectory datasets

MLR,

KNN,DTR,

RFR,

GBR,

XGBR

covid-19 pa-

tients trajecto-

ries dataset

Due to privacy issue less patients participated to

collect real time patients locations. More relevant

features like town or nearby area etc should have

also used to predict more accurate locations.
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[20] Spatio-Temporal Neu-

ral Network for Fit-

ting and Forecasting

COVID-19

Spatio-

Temporal

Neural

Network

Chinese Covid-

19 patients

dataset

Very complicated polynomial curves for fitting

data can be risky. They might not work well out-

side the range of the data they have. So, one has

to be very careful when trying to make predictions

or estimates using these kinds of curves.

[21] Combining graph

neural networks

and spatio-temporal

disease models to im-

prove the prediction

of weekly COVID-19

cases in Germany

GNN Covid 19 data

provided by

Robert–Koch

Institute for

Germany

By adopting time-varying networks, extending

semi-structured approaches to include epidemi-

ological models, and exploring additional data

sources with finer granularity may enhance spatio-

temporal models

[22] Cross-location At-

tention based Graph

Neural Networks for

Long-term ILI Predic-

tion

GNN Infectious Dis-

ease Weekly

Report (IDW)

need to explore complex dependencies like social

factors, climate changes, and population migration

and simultaneously analyze multiple locations to

identify key factors driving epidemic outbreaks
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[23] Examining COVID-19

Forecasting using

Spatio-Temporal

Graph Neural Net-

works

GNN New York Times

COVID-19

dataset, Google

COVID-19

Aggregated Mo-

bility Research

Dataset

External factors like change in weather and use

of masks are not considered, which will help in

accurate foracasting.

[24] Long-term predic-

tion for temporal

propagation of sea-

sonal influenza using

Transformer-based

model

Transformer Japan and US

infleunza pa-

tients weekly

dataset.

Weather conditions like wind speed, humidity and

temperature should be added to the model to im-

prove the accuracy
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CHAPTER 3

METHODOLOGY

3.1 Spatio-Temporal Data

Spatial features refer to the representation of geographic locations, typ-

ically using latitude and longitude coordinates. Disease spatial features, in

particular, indicate precise disease locations. When these disease locations are

recorded in relation to a specific time period, they can form a sequence that

shows how the disease spreads over time.

To create this sequence, we use dates to establish a timeline. By organiz-

ing disease locations day by day, we can observe the progression of the disease.

In our study, we’ve utilized latitude and longitude to represent the spatial as-

pect (geographic locations), while the temporal aspect (time-related informa-

tion) is captured through the dates of disease occurrence. This approach helps

us analyze how the disease moves through different locations over time.CNN,

RNN, GRU’s are used in many spatio-temporal analysis, but as LSTM and

transformers are better to capture long range dependency and sequence, we

have used LSTM and transformer model to perform sptio-temporal analysis.

3.2 Data Pre-processing

As deep learning models typically work with numerical data rather than

text representations, it’s necessary to preprocess the data set accordingly. In

our data set, dates are initially in text format. To make them suitable for

modeling, we first convert them into a date time format and then arrange

them in a day-wise manner to create a time series data set.

To represent these dates in a format that preserves their temporal se-

quence, we have used ordinal encoding. This encoding method assigns a unique

sequential number to each date based on its position in the chronological order,

creating a clear sequence of dates.

Additionally, to differentiate between different disease categories, we uti-

lize integer encoding. In our study focusing on SARS and cholera diseases,
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integer 0 can represent SARS and the integer 1 to represent cholera. This

encoding simplifies the categorization of diseases within the data set and fa-

cilitates subsequent modeling and analysis.

3.3 Process Flow

To predict the occurrence of SARS and Cholera diseases along with their

respective dates and locations, our process begins with a crucial step: data

pre-processing. In this stage, we convert the dates into a sequential format,

and the disease feature is transformed into categorical data. After cleaning

and preparing the data, we partition it into training and testing subsets.

Before input data to LSTMmodel, it has to be reshape into 3-dimensional

data.First dimension present the batch size, second dimension sequence length

in the input data and last dimension number of input variable.For transformer

model, input data has te be reshape into fixed length sequences which is also

known as window size. After reshaping the data, it is given as input to the

respective model.To evaluate the performance of our models, both LSTM and

Transformer, we conducted a thorough comparison of the results. This com-

parison involved visual inspections of the predictions as well as the utilization

of evaluation metrics.Below figure 3.1 shows process flow for this research.

Figure 3.1: Process flow
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3.4 LSTM(Long Short Term Memory)

LSTM(long short term memory)is a type of RNN capable of long term

dependencies[25].LSTM is basically a series of cells or block which are con-

nected in sequence. Below is the figure of a simple LSTM network which is

consisted of three cells connected in a sequence.

Figure 3.2: Cells connected in a sequence in LSTM network

t− 1:Previous day

t:Current day

t+ 1:Next day

Ht − 1:hidden state of the previous day

Ht: hidden state of the current day

Ht + 1: hidden state of the next day

Xt − 1:input of previous day

Xt:input of current day

Xt + 1:input of next day

The first cell A passes two informations to the next cell which is presented

by double arrow. The two informations which are passes to the next cells are

cell state and the hidden state. Each cell has an input which is represented

with X and output is the hidden state denoted denoted by h.

Xt − 1 means input of previous cell state, Ht − 1 means hidden state of

the previous day.Xt is the current input,Ht current hidden state.Xt + 1 input

of next cell and Ht+1 is the next cell hidden state. The forward arrows shows

the flow of information(cell state and hidden state) from one cell to another.

Let us consider a single cell in more detail,how a single cell process the

data and what are the main parts of a single LSTM cell.The below figure shows

the internal structure of LSTM cell.
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Figure 3.3: Internal structure of LSTM cell

The cell takes input of the current day denoted by Xt along with the cell

state of the previous day denoted by Ct − 1 and hidden state of the previous

day denoted by ht− 1.Let us consider cell state first to better understand how

it is connected with other parts.

3.4.1 Cell State

Figure 3.4: Cell state of LSTM cell

The cell state is represented by the horizontal line at the top as shown in

above figure, and it palys a role of conveyer belt, moving data linearly through

the data channel. It is relatively easy for information, to just travel across

each LSTM cell unmodified.

3.4.2 Gates

The LSTM may delete or add information to the cell state, which is

carefully controlled by structures known as gates. Gates are a method of

optionally allowing information to pass through. They are made up of a layer
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of sigmoid and a point-wise multiplication process. The sigmoid layer produces

integers ranging from zero to one, indicating how much of each component

should be allowed through. A value of zero indicates ”let nothing through,”

whereas a value of one indicates ”allow everything through!”. LSTM has three

gates, forget gate, input gate and output gate.

These gates helps the LSTM to protect and have a control on the state

of cell.All these gates along with the cell state is what make LSTM capable of

process the information sequentially. Starting from forget gate we will go step

by step to have a better understanding how data is processed in a cell.

Forget Gate

Figure 3.5: Forget gate

In the above diagram, blue highlighted box is what makes forget gate.This

gate controls whether information should be discarded or saved. The sigmoid

function is used to process information from the prior hidden state as well as

information from the current input.The values range from 0 to 1. The closer

to 0 , the more to forget, and the closer to 1, the more to keep. .Let forget

gate be denoted by ft below is the equation for forget gate.

ft = σ(Xt ∗ Uf +Ht − 1 ∗Wf ) (3.1)

Xt: input to current day

Uf : weight associated with input

Ht − 1: hidden state of the previous day

Wf : weight matrix associated with hidden state

σ:sigmoid activation function
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Input Gate

Figure 3.6: Input gate of LSTM

Input Gate updates the cell state. The input equation gate can be given

as below.

it = σ(Xt ∗ Ui +Ht − 1 ∗Wi) (3.2)

Xt:input to current day

Ui:weight matrix of the input

Ht − 1: hidden state of the previous day

Wi: Weight matrix of input associated with hidden state

σ:sigmoid activation function.

3.4.3 Output Gate

Equation for output gate can be given as below

Ot = σ(Xt ∗ Uo +Ht − 1 ∗Wo) (3.3)

Output gate calculates the value for the next hidden state.Let output

gate denoted by Ot

3.5 Transformer

In the field of NLP, such as machine translation, sentiment analysis, and

text production, transformer networks have had considerable success[26].Transformer
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networks utilize the well-known encoder-decoder structure found in RNN seq2seq

models [27][28]. The diagram shown below is an overview of transformer ar-

chitecture encompassing two main modules encoder and decoder.

Figure 3.7: Transformer workflow

In the initial step embedding is performed which consists of tokeniza-

tion and positional embedding , these embeddings are given as input to the

encoder module.Positional embeddings are added to the token embeddings to

offer information about the relative or absolute location of the tokens in the

sequences because the transformer model lacks an intrinsic understanding of

the order of tokens. To the token embeddings are vectors known as positional

embeddings. Positional embeddings may be created in a variety of methods,

but one popular method is to utilize sine and cosine functions with various fre-

quencies.By combining the positional embedding with the token embedding,

the final embedding for each token is achieved. The first layer of the trans-

former model is then fed these final embeddings as its input.Along with the

other model parameters, the embedding matrices (for tokens and locations)

are learnt during the training procedure.

3.5.1 Self Attention

Both the encoder and decoder module have self attention mechanism.

Each layer in a typical neural network takes an input with a predetermined

size and converts it into an output. However, in many real-world situations,

the input data is sequential and variable in length (for example, a phrase or a

document etc), and the output at each place could be influenced by the com-

plete input sequence.This problem is solved by the self-attention mechanism,

which enables the model to consider the importance of each component of the
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input sequence while processing a certain place in the sequence.In order to

capture long-range relationships in the data, the self-attention mechanism en-

ables the model to concentrate on various portions of the input sequence while

processing each sequence.A ”head” is a distinct self-attention mechanism in

the transformer model. To process the input sequence in several subspaces,

the transformer model runs many heads concurrently. The term ”multi-head

attention” describes this. The concept is to have numerous sets of Query, Key,

and Value weight matrices as opposed to a single set, and to apply the self-

attention mechanism differently to each set. The final output is created by con-

catenating and linearly transforming the outputs of each head.Transformer’s

central concept is to totally replace repetition with a multi-head self-attention

mechanism.

The self attention mechanism of transformers first learns the query ma-

trix Q, key matrix K and a corresponding value matrix V, for all embedding

of sequence spanning from t to T.For dimension of each query dk,attention

equation can be given as:

Att(Q,K, V ) =
Softmax(QKT )V√

dk
(3.4)

The attention equation in the Transformer model, denoted as Att(Q, K,

V), computes the weighted combination of values (V) based on the similarity

between the query (Q) and the keys (K). This similarity is determined by the

dot product of Q and K, divided by the square root of the dimension of the keys,

and then softmax is applied to obtain the attention weights. Essentially, it’s a

mechanism that allows the model to focus more on relevant information when

processing sequences, making it a fundamental component of the Transformer’s

success in sequence to sequence tasks.
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CHAPTER 4

ANALYSIS & RESULTS

This chapter discusses the data set used for performing this research,

along with results analysis and discussion.Data set of SARS and cholera disease

for different locations of Punjab,Province is studied for this research.Data set

has four features date, latitude, longitude and disease. Date feature specify the

day of disease location. Latitude and longitude features present geographical

location, while disease feature specify disease, it can be SARS or cholera.The

below table shows features for this study.

Table 4.1: Data set features

Date

Latitude

Longitude

Disease

Figure 4.1: Disease distribution
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If we look at the distribution of disease, 4127 SARS cases and cholera

5940 cases were recorded.Figure 4.1 shows bar chart for the disease distribu-

tion.

Figure 4.2: Monthly occurrence of SARS and Cholera

The above figure shows the monthly occurrence of SARS and cholera

disease.There are more number of cholera cases in the month of February,

however number is decreasing from September on wards. High number of

SARS occurred during the month of April. The below figure shows weekly

occurrence of both SARS and Cholera.

Figure 4.3: Weekly occurrence of SARS and Cholera

4.0.1 LSTM Results

Using LSTM model we are predicting disease dates and locations. The

figure below shows next 10 sequence(index) actual and predicted dates. As
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dates are ordinal encoded to capture the sequence of day, below line plot

shows encoded dates on y axis and Index as x-axis.

Figure 4.4: Line Plot of actual and predicted dates

Figure 4.5: Line plot of actual and predicted location

Latitude and longitude can be combined to specify a location which can

be presented as line plot.Figure 4.6 shows the actual and predicted latitude

and longitude. Since the data is distributed in a manner that 80% is used
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for the training and rest of 20% for testing. The testing part consisted of

almost 20000 data points, to visualize all those 20000 predicted latitude and

longitude, it resulted in cluttered line plot of actual and predicted latitude and

longitude.To avoid this, we have taken 30 actual and predicted latitude and

longitude.

We can calculate correct predictions of disease using confusion matrix.With

the help of confusion matrix, we can check how many SARS and Cholera dis-

ease are predicted correctly. The below figure shows confusion matrix for

disease feature using LSTM model.

Figure 4.6: Confusion Matrix of Disease predicted by LSTM model

Figure 4.7: SARS trajectory of one week from 25 December till 31 Decem-

ber,where each color present individual day

Figure 4.7 and 4.8 shows one week trajectory of SARS and cholera on

map, where figure 4.9 shows a combine trajectory of SARS and cholera.Circle is
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showing SARS trajectory while a triangular shape to show cholera trajectory.

Figure 4.8: Cholera trajectory of one week from 25 December till 31 Decem-

ber,where each color present individual day

Figure 4.9: Combined SARS and Cholera trajectory of one week.Circle is

presenting SARS trajectory while triangle is presenting cholera trajectory

4.0.2 Transformer Results

Figure 4.10 shows comparison of actual and predicted dates.Figure 4.11

shows actual and predicted latitude and longitude, while figure 4.12 shows

confusion matrix of disease feature predicted by transformer model.

The below figure 4.13 and 4.14 shows separate one week trajectory for

SARS and cholera disease, however figure 4.15 is a combined trajectory for

both the diseases.
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Figure 4.10: Line plot of actual and predicted Dates

Figure 4.11: Line plot of actual and predicted latitude and longitude

Figure 4.12: Confusion Matrix of Disease predicted by transformer model

The below figure 4.13 and 4.14 shows separate one week trajectory for
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SARS and cholera disease, however figure 4.15 is a combined trajectory for

both the diseases.

Figure 4.13: SARS trajectory of one week from 25 December till 31 Decem-

ber,where each color present individual day

Figure 4.14: Cholera trajectory of one week from 25 December till 31 December

Figure 4.15: Combined SARS and Cholera trajectory of one week.Circle is

presenting SARS trajectory while triangle is presenting cholera trajectory
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4.0.3 Model Performance

MAE(Mean Absolute Error) is used to measure the error rate of predicted

dates, latitude and longitude features.MAE scores were compared for both

LSTM and transformer model to check which model performs better. The

below table gives a comparison of results for LSTM and transformer model.

Table 4.2: Error comparison of LSTM and Transformer model

Model MAE of Date MAE of latitude MAE of Longitude

LSTM 1.7412 1.1914 .8761

Transformer 1.4675 .7415 .541

Transformer model performed better for predicting dates and disease lo-

cations(latitude and longitude). We are also predicting which disease occurred

on which location and day, so accuracy, precision, recall and F1 scores are also

calculated to measure the models performance.

Table 4.3: Model Performance Metrics Comparison

Model Accuracy % Precision Recall F1 Score

LSTM 71% .844 .859 .850

Transformer 76% .867 .863 .860

The table 4.3 shows LSTM and transformer accuracy,precision, recall,F1

score for predicting disease category(SARS or Cholera). This table presents a

comparative analysis of the performance metrics for two models, LSTM and

Transformer, in the context of predicting SARS and Cholera diseases.Accuracy

metric represents the percentage of correct predictions made by each model.

The LSTM model achieved an accuracy of 71%, while the Transformer model

outperformed it with an accuracy of 76%. A higher accuracy indicates a better

overall predictive performance. Precision measures the model’s ability to make

accurate positive predictions. For both disease categories (SARS and Cholera),

the Transformer model exhibited a slightly higher precision of 0.867 compared

to the LSTM model’s 0.844. This suggests that the Transformer model had

a slightly lower rate of false positives.Recall, also known as sensitivity or true
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positive rate, assesses the model’s capability to correctly identify positive cases.

Both models achieved high recall scores, with the LSTM model at 0.859 and

the Transformer model at 0.863. A higher recall implies that the models were

effective in capturing a significant portion of the actual positive cases.The F1

score is the harmonic mean of precision and recall and provides a balanced

measure of a model’s performance. The Transformer model demonstrated an

F1 score of 0.860, while the LSTM model achieved an F1 score of 0.850. This

indicates that the Transformer model maintained a better balance between

precision and recall for the given task.

In summary, when predicting SARS and Cholera diseases, the Trans-

former model demonstrated good performance in terms of accuracy, precision,

recall, and F1 score compared to the LSTM model. These metrics collectively

suggest that the Transformer model is more effective choice for this predictive

task.
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CHAPTER 5

CONCLUSION & FUTURE WORK

The potential of deep learning models, particularly LSTM (Long Short-

Term Memory) and the transformer, are explores in this work to capture the

complex network of SARS and Cholera disease trajectories across several cities

of Pakistan. The size of the training data set holds the key to improving disease

prediction accuracy. If training is performed on large data set,these models de-

velop the ability to recognize complex spatio-temporal patterns that reflect the

spread of disease efficiently.Comparing the performance of LSTM and trans-

former models reveals that transformers exhibit superior results not only in

predicting dates and locations but also in identifying specific disease types, in-

cluding cholera and SARS. This advantage can be attributed to the multi-head

attention mechanism employed by transformers, which is especially well-suited

for handling complex time series spatio-temporal data. Unlike LSTM’s, trans-

formers excel in capturing both temporal and spatial patterns, making them

better equipped to handle the complicated relationships present in such data.

By effectively considering the entire context of the input sequence simultane-

ously, transformers can better capture the complex dependencies and patterns

embedded within the data, resulting in enhanced predictive capabilities and

improved overall performance.

Enhancing the predictive capability of these models can be achieved

through the incorporation of supplementary features. Exploring additional

elements, such as population density, local context, and migration patterns, in

conjunction with geographical coordinates and disease data, might significantly

enhance the models’ performance. By exploring deeper into these factors, re-

searchers can gain a better understanding of the dynamics underlying disease

outbreaks.To extend the models’ applicability to various regions, it is crucial

to design them to accommodate multiple locations. This method helps us find

out what causes diseases to happen in different areas. Then, we can create

plans to help prevent these diseases in specific places.

Furthermore, an encouraging path for more research involves creating
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combined models that effectively blend the advantages of LSTM and trans-

former designs. By harnessing the complementary advantages of these two

frameworks, researchers can potentially unlock more robust forecasting and

prediction capabilities, yielding superior outcomes in disease surveillance and

management.

Furthermore, the broader implications of this research extend beyond its

immediate geographic focus in Pakistan. The insights and methodologies de-

rived from this study can be applied to diverse global contexts with similar

challenges in disease prediction and management. Such cross-contextual ap-

plications can catalyze a broader understanding of epidemic dynamics, thus

fostering stronger preparedness and response strategies on an international

scale.

By broadening the scope of investigation and leveraging interdisciplinary

insights, this research can contribute to a comprehensive and holistic under-

standing of epidemic dynamics and global health crises. As a result, it has the

potential to inform evidence-based policy making, strengthen public health

interventions, and global healthcare infrastructure against the threat of infec-

tious diseases.
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