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ABSTRACT 

Autism spectrum disorder (ASD) is a neurodevelopmental condition characterized 

by a diverse range of symptoms and levels of ability. Detection of ASD at early ages is 

desirable as it allows for early intervention, which can improve the child's condition. 

However, the conventional diagnostic process requires hours of clinical examination, which 

can be time-consuming and expensive. The thesis proposes the use of auto-ML as a tool to 

simplify the diagnosis process and improve precision. The study collected data from 

multiple rehab centers in Pakistan and applied the auto-ML framework TPOT to the dataset 

for ASD detection. The results showed that TPOT gave the best pipeline for the dataset, 

with the highest accuracy of 79%, and it was verified.   The study contributes to the field of 

ASD diagnosis by utilizing auto-ML to identify the likelihood of ASD in children during 

the early stages of development. The study also provides an evaluation of precision, recall, 

and F1-Score metrics to verify the accuracy of the diagnosis. Overall, this thesis presents a 

promising approach to improve the detection of ASD in children, which can ultimately lead 

to better outcomes for affected individuals and their families. 
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CHAPTER 1 

INTRODUCTION 

Autism is a condition generally referred to as Autism Spectrum Disorder (ASD), 

with the term "spectrum", denotes the range of symptoms, abilities, and extent of 

impairment or disability that individuals with the disorder may exhibit [1]. Autism is 

not a sickness or disease. It is neurological developmental disorder which has lifelong 

impacts on the communication, social skills, and behavior of individuals [2] [3] [4]. 

ASD goes unnoticed in toddlers until it has reached a certain age. Its symptoms mostly 

appear in the first 5 years of life [5], but it can be diagnosed as early as first 18 months 

to 2 years [6] [7] [8]. Root causes of ASD have not found by the scientists yet [9]. But 

its causes can be genetic that either of parents have this disorder or any other family 

member, any kind of complications during pregnancy, the child might haven’t received 

proper vaccination and so on [2] [3] [10].  

Based on the statistical information provided by the World Health Organization 

(WHO), in initial 2 years of life, it affects around 1% of the population around the globe 

[3]. ASD detection is a challenging task while there are many other mental disorders 

with overlapping conditions [11]. As its symptoms appear at an early age of 3 years and 

continue for the rest of the life [12] [13]. Although, there is no treatment for this 

condition, but early detection can reduce the effects by means of therapy [10] [14] [15]. 

The only proven therapy is behavioral therapy if it’s started at an early age [15] [16] 

[17]. Autism is categorized into 3 categories on the basis of severity levels (low, 

medium, high). They are: Autistic ailment, Asperger ailment and PDA [2]. The 

following are some of the hurdles experienced by children with ASD [12] [18] [19]: 

• Lack of concentration 

• Unable to maintain eye contact. 

• Repetition of words/phrases 

• No social interaction with others 
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• Unable to understand and express sounds, gestures, and facial expressions. 

• Sensitivity to sounds, touch, smell. 

ASD symptoms vary from one child to another, they generally fall in three 

categories [4] [18] [20]: 

• Social impairment – such as sharing emotions, holding a conversation.  

• Communication difficulties – can be either verbal (expressed through 

speech) or non-verbal (like facial expressions, eye contact, and gestures).  

• Repetitive and stereotyped behavior – repeating words or actions. 

Formal diagnosis of ASD is an extensive process in which the average wait 

period for ASD detection in United Kingdom is over 3 years [21] [22]. ASD diagnosis 

can be made at any age, but early diagnosis is also beneficial for both patient and family 

as it will improve the condition and reduced the cost linked with delayed diagnosis [4] 

[5] [23]. Researchers highlighted the significance of early identification [24]. Timely 

intervention for enhancing language and communication abilities, as well as the overall 

well-being of children with autism [18] [25] [26]. Due to the lack of local assessment 

diagnostic tools, limited speech-therapy facilities especially in rural areas, autistic 

children do not get to rehabilitation facility till the age of seven when they get into 

compulsory schooling. Therefore, for ASD an early intervention is needed through a 

speedy diagnosis process. Traditionally, ADOS is used to determine the difference 

between the behavior of a child with ASD and without ASD. The ADI-R and the DSM-

5 are recognized as reliable diagnostic tools [2] [18]. 

ASD diagnosis can be made at an early age of 18 – 24 months [25]. The 

symptoms which appear at this age can be distinguished from the typical developmental 

characteristics of a child [14]. The formal diagnosis of ASD is frequently delayed until 

the age of 4 years due to variation in symptoms [3]. There are various screening 

methods for ASD such as AQ, SCQ, and M-CHAT, CARS-2, and STAT [27]. The aim 

of screening and monitoring is to detect children who are at risk or have been exposed 



3 

 

to ASD during the early stages. Individuals such as parents, caregivers, teachers, and 

those without specialized education or training can perform these screenings. 

Information from these processes can be helpful for professionals to understand the 

behavior and condition of children [1] [18] [19].  

Early diagnosis leads to early treatment which in return improves the quality of life 

for people with ASD [21] [28] [29]. Data from various screening methods have been 

used to detect autism with the help of machine learning (ML) technique. In various 

studies, Q-CHAT-10 [7] is used for ASD screening in children  [29] [30] [31]. The 

objective of this study is to utilize auto ML tools to identify whether a child is prone to 

ASD or not at the very beginning stages.  

1.1.  Motivation 

Early diagnosis of ASD is a challenging task in clinical practices. As, autism is a 

life-long developmental disorder. Detection does not provide the perfect solution. It is 

much easier to prevent the effects of ASD at early stages. Early diagnosis is very 

important as it leads to early treatment which improves the condition of a child. With 

the advancement of applications used in day-to-day life, machine learning is becoming 

an emerging field, and it is increasing interaction with technology at a rapid pace. 

Early autism diagnosis helps to reduce time, effort and cost used for autism 

diagnosis. It also increases the rate of betterment in the condition of autistic children. 

1.2.  Research Gap 

ASD is also known as “behavioral disease”, as it affects social communication and 

interaction. Due to which children with autism are often socially isolated as mingling 
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with peers is a huge challenge faced by them. Identification of ASD is difficult in early 

childhood due to a variety of symptoms. ASD diagnosis is an expensive and lengthy 

process carried out by professionals in a clinical environment. Early diagnosis leads to 

early treatment which helps to improve the language, communication, and overall well-

being of children. For this purpose, ML techniques can provide faster detection of ASD 

in children. 

1.3.  Problem Statement 

The autism spectrum disorder (ASD) detection is difficult in children due to the 

wide range of symptoms that present themselves, which requires expensive and lengthy 

processes by professionals in clinical environments. Early detection of ASD is critical 

for improving outcomes in children with ASD yet remains a challenge. Moreover, the 

scarcity of large and diverse datasets for training and testing machine learning models 

presents a further obstacle in ASD research. Therefore, the research aims to explore 

strategies to overcome these challenges and enhance the accuracy of early ASD 

detection through the development of automated machine learning model.  

1.4.  Research Questions 

RQ 1: How proposed auto-machine learning (auto-ML) framework will be helpful in 

predicting ASD? 

RQ 2: How proposed framework will be compared with traditional methods for ASD 

detection? 
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1.5.  Research Objectives 

The objective of this study is to reduce the human involvement in autism prediction 

by utilizing machine learning techniques. The study aims to determine if a child is 

susceptible to ASD through ML techniques, which can aid in the early diagnosis of 

ASD. This can result in better treatment for children with ASD at an early age of the 

condition. 

1.6.  Contribution of the study 

This section of the thesis discusses the significant contributions that have arisen as a 

result of conducting this study: 

• Dataset collected through survey using Q-CHAT-10 questionnaire.  

• This study implements the auto ML on dataset collected using TPOT library. We 

evaluated our models using various metrics, such as precision, recall, F1-score, 

PR, and AUC-ROC curves. 

• We verified the pipelines generated by TPOT on our dataset by manually 

creating the model with same parameters as TPOT generated. Evaluation metrics 

of both auto ML and manual models were compared to evaluate the 

effectiveness of outcomes.  

1.7.  Outline of this thesis 

The organization of this paper is as follows: Chapter 1 “Introduction” section 

includes the introduction of the study. Chapter 2 “Literature Review” section 

summarizes the previous works on ML that are related to ASD. Chapter 3 “Research 



6 

 

Methodology” section explains the working and methodology of the auto ML system 

that we have proposed and its implementation. Chapter 4 “Results and 

Evaluation” section shows the inferences and results obtained. Finally, Chapter 

5 “Conclusion” section highlights our contributions, and future plans to extend this 

work.  
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CHAPTER 2 

LITERATURE REVIEW 

This section gives an overview of the prior research work that has been done in 

this area. Typically, for ASD diagnosis standardized clinical tests are the only methods. 

They require hours of clinical examination and a huge medical cost for diagnosis. 

Although various techniques have been applied for ASD diagnosis like eye tracking 

techniques, brain imaging techniques, kinematic analysis, and so on. Numerous studies 

have used ML algorithms for either confirming a diagnosis or making an early ASD 

diagnosis.  

Vakadkar et al., [1] proposed ML models for autism detection. The aim of this 

research was to ascertain whether a child is susceptible to autism during the early stages 

of development or not. They designed automated ASD prediction model to speed up the 

diagnosis as compared to the traditional methods. For this purpose, they applied SVM, 

RFC, NB, LR, and KNN to dataset compiled by Dr. Fadi Thabtah. This dataset was 

based on Q-CHAT-10 with 18 attributes and 1054 instances. Logistic regression gave 

the highest accuracy. The limitation of this study was that the dataset had a limited 

number of attributes and instances.  

Erkan et al., [5] utilized three datasets (AQ-10-Adult, AQ-10-Adolescence, AQ-

10-Child) from UCI database for their research. The aim of the study was to offer a 

simplified approach of ASD diagnosis at early stages. Authors evaluated the datasets 

using ML algorithms and found that RFC is more effective than SVM, and kNN for 

selected datasets. In this research, for every experiment, data were selected randomly 

100 times to test the classification models. In this study, they found that the early 

identification of ASD is possible with huge dataset. Whereas, if the data sample is 
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larger then, the accuracy of diagnosis is also higher. So, the accuracy of ML based 

model would be dependent on the completeness of the data collected. 

Thabtah et al., [32] suggested app for screening autism spectrum disorder using 

mobile technology is called ASDTests. This application contains tests in 11 different 

languages so that a large number audience can participate. The app's modules are 

designed to cater to distinct age groups, including toddlers, children, adolescents, and 

adults. Initially, this app served as a data collection tool and provides ASD diagnosis. 

Professionals can use it to help people or to let them know whether or not to pursue a fo

rmal clinical diagnosis. AQ-10 and Q-CHAT are used for screening in application with 

visual aids.  

Ruta et al., [33] an Italian clinical sample was used to validate the psychometric 

properties of the Q-CHAT questionnaire. Q-CHAT is specifically designed quantitative 

measure for autism instead of any other neurological disorder. For this study, a group of 

315 children took part. They compared young autistic children (n = 139) to the DD (n = 

50) and TD children (n = 126). All the statistics related to the 3 groups involved in the 

study were discussed as well. Q-CHAT scores were considerably higher in autistic 

group as compared to DD and TD groups.  

Tartarisco et al., [34] used Machine learning algorithms were employed to 

investigate the accuracy of the Q-CHAT questionnaire in identifying autism in young 

children. In this study, they have used dataset of 265 children (n = 139 autistic children, 

n = 126 TD) collected by Ruta et al., [33] in 3 different Italian regions. The findings 

indicated that the Q-CHAT screening method has cross-cultural validity when used with 

an Italian sample. Researchers concluded that Q-CHAT can be utilized in primary care 

settings as it is a high performance, and easy to use tool. The study analyzed that SVM 

is the best performing ML model for their dataset. 

Niedźwiecka et al., [35] used Q-CHAT to assess a sample of 1024 Polish 

children. This study aimed to identify ASD at an early age within a non-English 

speaking community. And to investigate the association of symptoms with age, gender, 

or ASD family history. The study involved four groups of contributors: typically 
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developing toddlers, toddlers reported by parents for ASD concerns, toddlers with 

delayed development and elder siblings with ASD who are at risk for autism. The 

results showed that the number of boys with ASD is higher than that of girls and the age 

is not associated with Q-CHAT score.  

Farooqi et al., [36] have discussed the challenges faced during the data 

collection process in country like Pakistan where there is no tracking or reporting of 

ASD cases. The only government run Child Psychiatry Department in Pakistan, Mayo 

Hospital, Lahore, provided a sample of 100 people with ASD. Data was gathered on the 

basis of a questionnaire with 21 questions. After applying ML model to their dataset, 

authors concluded that first born and male are more effected by ASD. There was no 

physical difference between autistic and non-autistic children. Whereas genes also play 

an important role, 50% of children with ASD had some family member with cognitive 

disability history. 

Jacob et al., [29] used AutoML based tools Just Add Data Bio (JADBio) in this 

study on dataset from UCI repository. The data was initially collected by Thabtah., [32] 

and is publicly available. In order to predict ASD, this study is the first to describe 

feature signatures and their importance in differentiating between classes.  

 

Table 2-1 Reviewed Research Work 

Ref. Year Key Findings Limitations 

[1] 2021 An automated model that can help 

medical professionals identify 

ASD was presented in this study. 

 

Used logistic regression to obtain 

an accuracy of 97.15% with 18 

attributes and 1054 samples. 

 

The limitations are unavailability 

of large and open-source datasets 

related to ASD. 
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[5] 2019 Three datasets for children, 

adolescents, and adults with ASD 

were employed to classify ASD 

using SVM, KNN, and RF 

algorithms. 

 

RF is a more effective method 

among SVM, and KNN for 

selected dataset. 

 

Unavailability of large and 

complete dataset related to ASD. 

[32] 2019 In this research, ASDTests app 

was proposed for data collection 

and assisting health professionals 

in ASD detection. 

 

Covered a large audience, 

available in 11 different 

languages. 

 

The study covered four distinct 

age groups: infants, children, 

adolescents, and adults. 

 

Initially, more than 1400 instances 

were gathered for analysis. 

 

It was not possible to conduct 

feature analysis using the app. 

 

Scoring and rules for screening 

tools need to be replaced with ML 

models. 

[33] 2019 Used Q-CHAT questionnaire 

method for ASD screening filled 

by parents.  

Children were distributed unevenly 

among the three groups. 

 



11 

 

 

The Q-CHAT questionnaire's 

diagnostic characteristics, score 

distribution, and external validity 

were all examined in the study. 

 

Dataset contains N = 126 TD 

children, n = 139 children with 

autism, and n = 50 children with 

DD. 

 

Children in DD group were 

considerably younger than those in 

the other two groups. 

 

Children with TD have high 

Performance Developmental 

Quotients (PDQ) and it is possible 

that the study participants may not 

be representative of the general 

population. 

[34] 2021 ML approach was used on dataset 

collected by Ruta et al., [33]. 

 

Q-CHAT with 25 items was 

evaluated.  

 

In Italian sample, cross-cultural 

validity of the machine learning 

results was determined. 

 

SVM was the most effective 

among RF, NB, LR, KNN. 

 

The sample size was relatively 

small. 

 

The study did not include a 

comparison of the accuracy of Q-

CHAT with other diagnosis tools, 

such as the M-CHAT. 

 

[35] 2022 The study examined early ASD 

symptoms that are linked to the 

age, gender, and family history of 

toddlers. 

 

The study was conducted on the 

sample of toddlers in Poland, 

which may limit generalizability of 

findings to other cultures or 

populations. 
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The study used a sample of 1024 

Polish toddlers, which included 

585 typically developing toddlers, 

252 toddlers in the ASD-concerns 

group, 67 toddlers in the ASD-

sibling group, and 120 toddlers 

with delayed development. 

 

According to the study, boys 

scored higher than girls, indicating 

that boys are more likely to have 

ASD. 

 

The study relied on parent report, 

which may be subject to bias or 

variability in interpretation. 

 

The overrepresentation of 

developmental concerns expressed 

by parents and developmental 

delays resulted in an 

overrepresentation of boys in the 

study. 

 

Significant age differences among 

the four subgroups. 

 

During the Q-CHAT evaluation, 

the ASD-concerns group did not 

have a confirmed diagnosis of 

ASD. Therefore, it was not feasible 

to determine the sensitivity and 

specificity of the tool or establish 

cut-off points to identify ASD in 

this group. 

 

[36] 2021 Collected local dataset and then 

made use of SelectKBest, 

Variance threshold, and weights 

for feature selection. 

 

The number of samples in dataset 

was limited with n = 100 ASD 

children and n = 100 normal 

developing children. 
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ML technique Best 

performance 

Due to the small dataset, 

correlations between attributes 

were not strengthened. And the 

model was not reliable enough. 

 

Since the dataset used in the study 

was local, it may not be 

appropriate to apply the findings in 

other parts of the world without 

consulting with professionals. 

SVM SelectKBest, 

weights 

RFC SelectKBest, 

Variance 

Threshold  

XGB Variance 

Threshold 

Gradient 

Boosting  

weights 

 

2.1. Tools 

Python and R are mostly used for implementation of ML models. Various studies used 

Java programming language and WEKA for implementation.  

AutoML has become a popular solution for minimizing the time and energy 

required for repetitive tasks in ML workflows, including data preparation, feature 

engineering, model choice, hyperparameter tuning, and analyzing prediction outcomes 

[37] [38]. The study discussed six commonly used AutoML frameworks which are 

Auto-Weka, AutoSKlearn, TPOT, Recipe, ATM, and SmartML and experiments were 

performed with different datasets in order to set a benchmark for AutoML [39]. 

Several open-source AutoML tools are available, including AutoWeka, H2O.ai 

AutoML, TPOT, AutoSklearn, and machineJS [37] [39]. We used TPOT open-source 

tool for our dataset. The Table 2-2 shows the various AutoML tools [37] [39] where (+) 

represent commercialized tools. 



14 

 

Table 2-2 Auto ML tools 

S. 

No. 

Tool Open

-

Sour

ce 

Cloud

-

Based 

Input data 

sources 

Supports  Techniques Training 

Framew

ork 

    Sprea

d 

sheet 

datas

ets 

Image

, test 

   

1 Auto 

Sklearn 

Y N N Y Classification, 

Regression 

Bayesian 

optimization + 

automated 

ensemble 

construction 

Sklearn 

2 Auto 

Keras 

Y N Y Y CNN, RNN, 

LSTM for 

classification 

Efficient neural 

architecture 

search with 

network 

morphism 

Keras 

3 Google 

Cloud 

AutoM

L (+) 

N Y N Y CNN, RNN, 

LSTM for 

classification 

Reinforcement 

learning with 

gradient policy 

upgrade 

TensorFlo

w 

4 Azure 

ML (+) 

N N Y Y Classification, 

Regression 

Probabilistic 

matrix 

factorization + 

Bayesian 

optimization 

Sklearn 

5 Auto   Y N  Bayesian Weka 
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Weka optimization 

6 H2O-

AutoM

L 

(+) 

Y N Y N Classification, 

Regression 

Ensemble, 

random search, 

Bayesian 

search 

H2O, 

XGBoost 

7 Ludwi

g 

Y  Y Y Supervised 

Learning 

Ensemble, 

random search, 

Bayesian 

search, neural 

architecture 

search 

 

8 TPOT Y Y Y N Classification, 

Regression 

Ensemble, 

genetic 

algorithm, 

Bayesian 

optimization, 

Random search 

Sklearn 
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CHAPTER 3 

RESEARCH METHODOLOGY 

3.1. Introduction 

This chapter outlines a research framework that utilizes automated machine 

learning techniques for the detection of ASD in children. There are various steps 

involved in our research process. Initially data is collected, then pre-processed to refine 

it for model. Then data partitioning into training dataset and testing dataset. Then, 

model training using auto ML and verification of model generated by auto ML, and 

finally performance evaluation. 

3.2. Proposed Methodology 

Our research methodology involves 3 steps preprocessing, auto ML based model 

development, verification of model generated by auto ML, and performance evaluation. 

After collecting the data, preprocessing begins, and we eliminated missing values and 

encoded categorical attributes.  

After preprocessing, the development process began by dividing the dataset into 

two parts: a training set and a test set. 

Then we applied auto ML framework TPOT to our dataset and evaluated TPOT 

classifiers using performance metrics. The best pipeline generated by auto ML 

TPOTClassifer showed the best classifier with optimum parameters. For verification of 
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the pipeline generated by the TPOT the same classifier is trained manually with same 

parameters generated by auto ML TPOTClassifer. We performed three Experiments and 

results obtained from those Experiments were compared for evaluation. Experiment 1, 

2, and 3 are explained further in Chapter 4. In our study we used precision, recall and 

F1-score for evaluation. Figure 3-1 shows our proposed auto ML based framework. 

Figure 3-2 shows the framework for manual ML. 

  

Figure 3-1 Proposed AutoML Framework – Experimentation 

 

Figure 3-2 Proposed Manual ML Framework - Verification 
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3.3. Data Collection method 

We collected data from several rehab centers in Pakistan. A number of samples 

were collected manually from the parents of children with autism. Then, all the data was 

stored in textual form in a Google sheet. It was a challenging process as there is no 

proper reporting and tracking of ASD cases in the country. To collect data for this 

study, a questionnaire was created based on the Q-CHAT screening method, as data had 

to be collected from scratch in both hard form and soft form. Google Form was used to 

collect data in soft form. The responses received via Google Form were downloaded in 

CSV format.  

Q-CHAT was created by Allison et al., [40] to reduce the time required to fill 

the form enabling large population to fill the form. Initially, it consists of a set of 25 

questions. Later Allison et al., proposed Q-CHAT-10 [41] which consist only 10 items. 

It enables a range of response categories. It is quick to administer as higher score 

signifies the autistic traits. This study based on Q-CHAT was approved by Cambridge 

Local Research Ethics Committee. 

3.3.1. Q-CHAT-10 

ASD condition can be minimized by means of therapy. For this early detection 

is desirable. For this purpose different screening methods are used. Allison et al., [40] 

developed Q-CHAT for ASD detection in children. Initially Q-CHAT was developed 

with 25 items. Later Allison et al., proposed Q-CHAT-10 [41] which consist only 10 

items. The 10 best items for Q-CHAT-10 were selected on the basis of discrimination 

index (DI) for each item from the derivative sample. This shorter version of Q-CHAT 

showed the best results in the studies that is why we selected Q-CHAT-10 for our study. 

The Q-CHAT-10 also focuses on the most important questions for identifying ASD, as 

determined by statistical analysis of a larger set of questions. 
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In Table 3-1, for Question 1 to Question 9: if an option from columns C, D or E 

is chosen, one point should be scored for each related question. For Question 10: if an 

answer from columns A, B, or C is chosen, it should also be scored one point. Then 

these points will be added. If the score is more than 3/10, then multi-disciplinary 

assessment may be recommended by healthcare professionals for the child. Q-CHAT-10 

means Q-CHAT with 10 questions. In Table 3-1. Q-CHAT-10 is shown below:  

Table 3-1 Q-CHAT-10 

 

 

Table 3-2 shows the description of the dataset. Dataset Variable A1-A10 refers 

to the Questions 1-10 shown in Table 3-1. 
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Table 3-2 Dataset variable description 

Dataset Variable Data Type Attribute Description 

A1 Binary (0, 1) The response is based on the 

screening technique used 

A2 Binary (0, 1) The response is based on the 

screening technique used 

A3 Binary (0, 1) The response is based on the 

screening technique used 

A4 Binary (0, 1) The response is based on the 

screening technique used 

A5 Binary (0, 1) The response is based on the 

screening technique used 

A6 Binary (0, 1) The response is based on the 

screening technique used 

A7 Binary (0, 1) The response is based on the 

screening technique used 

A8 Binary (0, 1) The response is based on the 

screening technique used 

A9 Binary (0, 1) The response is based on the 

screening technique used 

A10 Binary (0, 1) The response is based on the 

screening technique used 

Age_Mons Number Child’s age in months 

Sex String Male/Female 

Jaundice Boolean 

(Yes/No) 

Whether the child was born with 

Jaundice 

Family_mem_with_ASD Boolean 

(Yes/No) 

Any family member diagnosed with 

ASD 
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Who completed the test String Parent, caregiver, medical staff, 

clinician 

Qchat-10-Score Integer Final score based on the scoring 

function  

Class/ASD Traits Boolean The class label shows the presence 

of ASD traits, a score of "0" 

indicates the absence of such traits 

and a score of "1" indicates their 

presence. 

 

3.3.2. Our Dataset Samples  

After collecting data from multiple rehab centers, we transformed it as discussed 

in Chapter 3.3.1. for each question from A1-A10. Our dataset samples after applying 

transformation are shown in Table 3-3.  

Table 3-3 Dataset Samples 

Ca

se_

No 

A

1 

A

2 

A

3 

A

4 

A

5 

A

6 

A

7 

A

8 

A

9 

A

1

0 

Age_

Mons 

Sex Janun

dice 

Family

_mem

_with_

ASD 

Who 

completed 

the test 

1 1 1 1 1 1 1 1 0 1 1 48.0 male no no clinician 

2 1 1 0 0 1 1 1 0 1 1 36.0 male no no clinician 

3 1 0 0 1 1 0 1 1 1 0 36.0 Male no no caregiver 

4 1 1 0 1 1 1 1 1 1 0 42.0 Male no no caregiver 

5 1 0 0 0 1 1 1 0 0 1 21.6 female no no caregiver 
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3.4. Data Pre-processing 

The process of transforming raw or noisy data to make it suitable for training 

and analysis is called data pre-processing. This step involves cleaning the data to 

remove any inconsistencies or errors. 

Firstly, we checked for missing values in our data, and we removed them. Since 

our dataset had categorical attributes, we encoded the data attributes into binary form 0 

and 1. Sex attributes having 2 classes (male/female) have been encoded. Jaundice to 0 

and 1 for no and yes respectively. ASD Class/Traits to 0 and 1 for non-Autistic and 

autistic respectively.  

We eliminated the irrelevant attributes, i.e. “Case_No” and “Who completed the 

test”.  

3.5. Exploratory Data Analysis (EDA) 

In this section, the description of techniques used to analyze the data, as well as 

the insights gained from the analysis are discussed. EDA helps to identify potential 

problems in the data and select appropriate methods to resolve them. 

3.5.1. Correlation analysis 

A correlation matrix shows the correlation coefficients between variables in the 

form of a table. The correlation coefficient is a statistical measure that indicates the 

strength and direction of the linear association between two variables. 

• Size and color of the correlation coefficients: Larger and darker coefficients 

indicate stronger correlations. 
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• Positive and negative correlations: Positive correlations imply that variables 

tend to change together, while negative correlations indicate that variables 

tend to change in opposite directions. 

The problems with highly correlated features in a dataset are overfitting, which 

can cause poor performance on new data, and difficulties in interpreting the individual 

impact of each feature on the model's predictions. 

In Figure 3-4, A1, A2, A6, A8, and A9 have high correlation with Qchat-10-

Score. So, Qchat-10-Score was dropped from dataset before being fed into the model. 

This was done to enhance the model's ability to generalize to new data by simplifying it 

and reducing redundancy. Correlation among attributes of dataset is shown below in 

Figure 3-3: 
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Figure 3-3 Correlation matrix of dataset 

3.5.2. Visualizing Jaundice occurrence in males and females 

Jaundice is nearly 2 times in males than in females as shown in Figure 3-4. This 

sample studies shows that Jaundice is not connected to Autism.  
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Figure 3-4 Visualization of Jaundice occurrence in males and females 

3.5.3. Visualizing the Q-chat 10 score according to the gender 

In general, Figure 3-5, demonstrates that the Q-Chat male responses have more 

positive answers than female. That shows that males are more prone to autism than 

females. 

 

Figure 3-5 Visualization of the Q-Chat-10 score according to the gender 
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3.6. Train/ Test split  

The train-test split approach is used for estimation of the performance of ML 

algorithms that are applicable to prediction-based algorithms. The dataset was split into 

two portions, with 80% designated for the training set and the remaining 20% for the 

test set. To train the auto ML tool, 80% of the data (n = 593) was used as the training 

set. The testing dataset comprising the remaining 20% of the data (n = 149) was 

reserved to assess the model’s accuracy and efficiency on unseen data. Through a 

random division of data into training and testing sets, we were able to evaluate whether 

our model was overfitting or underfitting. 

3.7. Model development phase 

Finding the correct ML algorithm is not an easy task. We used auto ML for our 

dataset. To create a good model, we need to know the problem very well, the variables 

(instances), prepare the data, and test different parameters.  

3.7.1. Applying Auto ML tool 

The need for ML specialists is greater than the supply. To close this gap, 

progress has been made in creating user-friendly machine learning (ML) software that 

both novices and professionals may use. The machine learning workflow involves a 

substantial portion of automatically training and tuning multiple models within a user-

defined time limit. The goal of auto ML is to relieve data scientists from the burden of 

tedious and time-consuming operations (such as designing machine learning pipelines 

and optimizing hyper parameters) so they may focus more effectively on tasks that are 
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considerably more challenging to automate. Auto ML solutions aim to automate some 

or all steps of the ML process which includes three common stages shown below in 

Figure 3-6: 

 

Figure 3-6 Working of auto ML 

3.7.1.1. Tree-based Pipeline Optimization Tool (TPOT) 

TPOT is an AutoML (Automated Machine Learning) library that automates the 

process of selecting and tuning machine learning models, which is coded in Python. 

TPOT is both free and open source. It utilizes a tree-based approach to optimize 

pipelines for improved performance and efficiency. Using genetic programming 

principles, TPOT identifies the most suitable machine learning pipeline for a given 

dataset to achieve optimal performance. TPOT is built upon the scikit-learn, its source 

code resembles that of scikit-learn. Figure 3-7 shows the TPOT framework, provided in 

the documentation of TPOT. 
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Figure 3-7 TPOT framework 

 

For our dataset, we used TPOT open-source AutoML python library. For this 

purpose, we utilized google Colaboratory. Google Colaboratory, short form google 

colab, is a cloud platform for accessing free computing resources including GPUs. It is 

a hosted Jupyter notebook service. We installed TPOT library in colab by using 

following command as first step: 

 

We imported the libraries needed in our implementation. In the next step, we 

imported our dataset into Pandas Data frame. Then the target was selected that is 

"Class/ASD Traits" in our dataset. After that data was divided into separate training and 

testing sets. In the next step, we defined the hyperparameters for TPOTClassifier, 

shown in Chapter 4 for each experiment performed. TPOTClassifier hyperparameters 

optimized are the following: 
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• generations: Number of iterations performed by the genetic algorithm. The 

default value is 100. TPOT evaluate population_size + generations x 

offspring_size in total. By default, offspring_size is equivalent to the 

population_size. 

• population_size: Number of individual pipelines generated and evaluated during 

optimization process. The default value is 100. 

• verbosity: Its value can be set to 0, 1, 2, and 3.  

o 0 →  Print nothing. 

o 1 → Minimum information. 

o 2 → More information with progress bar.  

o 3 → Everything is printed, and progress bar will be visible.  

• n_jobs: Number of processes running in parallel. The default value is 1. 

 

The final step is to apply fit () method and passed training data as arguments to 

the method. We performed this experiment with different hyperparameters for 

TPOTClassifier. It is further explained in Chapter 4 for each experiment performed.  
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CHAPTER 4 

RESULTS AND EVALUATION 

4.1. Performance Evaluation Measures 

We evaluated performance measures using accuracy, confusion matrix, 

precision, recall, confusion matrix, f1-score, AUC-ROC analysis, and Precision-Recall 

curve. 

4.1.1. Confusion matrix  

It is a chart that gives a summary of accurate and inaccurate predictions or true 

and false classifications generated by a classification model for binary classification 

tasks. 

 

  

 

 

 

Figure 4-1 Confusion matrix 
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• True Positive: It refers to the instances where the positive values predicted by 

the model match the actual positive values accurately. 

• False Positive: It denotes the instances where the model predicted positive 

values, but the actual values turned out to be negative. 

• True Negative: It refers to the instances where the model correctly predicted 

negative values that align with the actual negative values. 

• False Negative: The instances where the model forecasted negative values, but 

the actual values were positive. 

4.1.2. Accuracy 

The accuracy of a model is a measure of how well it performs at predicting the 

correct output or classification for a given output. In ML, accuracy is typically 

calculated by dividing the model’s accurate predictions by its total predictions and 

multiplied by 100 to express the results as a percentage. The mathematical formula for 

accuracy metric is shown in Equation 1 and 1.1: 

Accuracy = 
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
 x 100 Equation 1 

Accuracy = 
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
                       Equation 1.1 

4.1.3. Precision 

It is the capacity of the model to categorize the positive values correctly. To 

calculate, you divide the total number of predicted positive values by the total number 

of actual positive values. The mathematical formula for precision metric is given as: 
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Precision = 
𝑇𝑃 

𝑇𝑃+ 𝐹𝑃
  Equation 2 

 

 

Figure 4-2 Precision 

4.1.4. Macro-average precision 

To obtain the macro average precision, you need to calculate the precision for 

every class and then find the mean of those precision scores. This metric gives equal 

weight to each class, regardless of their size or prevalence in the dataset. 

Mathematically, the macro average precision can be expressed as shown in Equation 3: 

Macro Average Precision = (1/n) * ∑(precision_i) Equation 3 

In the above formula, "n" represents the total number of classes, and 

"precision_i" corresponds to the precision value of the i-th class. 
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4.1.5. Recall  

The accuracy of a model to correctly predict positive values is known as recall. 

It is computed by dividing the total true positive values by the total number of positive 

values that are actually true. Recall is also referred to as sensitivity or true positive rate 

(TPR). The mathematical formula for recall metric is given below in Equation 4: 

Recall = 
𝑇𝑃 

𝑇𝑃+ 𝐹𝑁
 Equation 4 

 

Figure 4-3 Recall 

4.1.6. Macro-average recall 

To determine the macro-average recall, you need to calculate the recall score for 

every class, which is the proportion of actual positive instances correctly predicted by 

the model in that class. Then, take the average of these recall scores across all classes. 

Mathematically, the macro-average recall can be expressed as shown in Equation 5: 
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Recall_macro = (1/n) * sum(recall_i)  Equation 5 

In the above equation, "n" refers to the total number of classes, and "recall_i" 

represents the recall score associated with the i-th class. 

4.1.7. F1-Score 

The F1 score measures the harmonic average of precision and recall. It proves to 

be useful when you want to consider both precision and recall in a combined metric. 

The mathematical formula for F1-score metric is expressed in Equation 6: 

F1 = 
2 ∗ 𝑇𝑃 

2 ∗ 𝑇𝑃+ 𝐹𝑃+ 𝐹𝑁
  Equation 6 

 

Figure 4-4 F1-Score 
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4.1.8. Macro-average F1-Score 

To obtain the macro-average F1 score, you need to compute the F1 score for 

each class separately and then calculate the average of these scores. All classes are 

considered equally important, regardless of their frequency or size in the dataset. 

The macro average F1-score is computed by determining the average of F1-

scores for all classes as shown in Equation 7:  

Macro Average F1-score = (F1-score_1 + F1-score_2 + ... + F1-score_n) / n

 Equation 7 

In the above equation, "n" represents the total number of classes present in the 

dataset. 

4.1.9. AUC-ROC analysis  

The AUC-ROC curve is a widely used metric for evaluating binary classification 

models based on the relationship between true positive and false positive rates at 

various probability thresholds. AUC-ROC values range from 0 to 1, with higher values 

indicating better model performance in classifying the two classes. 

The ROC curve displays the probability predictions of a binary classification 

model by demonstrating the balance between its true positive and false positive rates at 

different threshold levels. The AUC value of the ROC curve measures the model's 

ability to distinguish between the classes, with higher values indicating better 

separability. Overall, the ROC curve provides predictive insights, while the AUC value 

quantifies the model's discriminative power. 

The ROC curve represents the Sensitivity (TPR) plotted against 1-Specificity 

(FPR). On the y-axis there is TPR and on the x-axis there is FPR. 
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Specificity = 
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
   Equation 8 

FPR = 1 – Specificity  Equation 9 

FPR = 
𝐹𝑃

𝐹𝑃 + 𝑇𝑁 
   Equation 9.1 

4.1.9.1. Micro average ROC 

It computes the ROC curve and AUC by aggregating the true positive, false 

positive, and false negative rates across all classes into a single aggregate curve, rather 

than computing recall separately for each class. 

Micro average ROC is useful when the classes are imbalanced, and you want to 

prioritize the overall accuracy of the model as it gives equal importance to both classes. 

4.1.9.2. Macro average ROC 

It computes the ROC curve and AUC by computing the ROC curve and AUC 

for each individual class separately, and then averaging the results across all classes, 

giving equal weight to each class regardless of its size. 

Macro average ROC is useful when you want to assess the model's performance 

across all classes equally. 

4.1.10. Precision-Recall curve 

It is a graphical illustration of the relationship between precision and recall for 

various thresholds. The graph displays precision on x-axis and recall on y-axis.  
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4.1.11. Micro average precision recall curve 

Micro-average Precision-Recall curves are calculated by considering the 

individual predictions of each instance in the dataset, regardless of the class they belong 

to. The global precision and recall values are computed across all classes by considering 

the total true positives, false positives, and false negatives. 

The micro-average is used to summarize the overall performance of the binary 

classification model. The micro-average calculates the precision and recall for each 

instance separately and then aggregates them to compute the overall precision and recall 

for the model. The micro-average precision and recall values are calculated as follows: 

Micro-average precision = total true positives / (total true positives + total false 

positives) Equation 10 

Micro-average recall = total true positives / (total true positives + total false negatives)

  Equation 11 

4.2. Experimentation and Results 

In this chapter, we go through the findings of our proposed auto ML based 

model. We performed three experiments with different parameters using TPOT for our 

dataset. Then, we verified pipeline generated by TPOT using parameters and evaluated 

the models using evaluation matrix discussed in Chapter 4.1. Following are the 

experiments performed with different parameters. 
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4.2.1. Experiment 1 

In this experiment, we took generations=5 and population_size=10, 

random_state=1, while keeping the other parameters as default.  

The best pipeline given by TPOT with Gradient Boosting Classifier, includes the 

parameters presented in Table 4-1 below: 

Table 4-1 Parameters for Gradient Boosting Classifier 

TPOT Best Pipeline 

Parameters 

Values 

learning_rate 0.1 

max_depth 7 

max_features 0.05 

min_samples_leaf 16 

min_samples_split 18 

n_estimators 100 

subsample 0.55 

 

4.2.1.1. Classification Report 

For the Non-Autistic class, the precision is 0.63, meaning that 63% of the 

instances predicted as non-Autistic are actually non-Autistic. The recall is 0.56, 

indicating that 56% of the actual non-Autistic instances are correctly predicted as non-

Autistic. The F1-score for non-Autistic is 0.59, which is the harmonic mean of precision 

and recall for this class. 

For the Autistic class, the precision is 0.83, indicating that 83% of the instances 

predicted as Autistic are actually Autistic. The recall is 0.87, meaning that 87% of the 
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actual Autistic instances are correctly predicted as Autistic. The F1-score for Autistic is 

0.85, which is the harmonic mean of precision and recall for this class. 

The accuracy of the model is 0.77, representing the ratio of accurately classified 

instances to all instances. 

The macro-average F1-score is 0.72, which is the average F1-score across both 

classes weighted equally. The weighted average F1-score is 0.77, which is the mean F1-

score of both classes, weighted by the number of instances in each class. 

Overall, the model has better performance on the Autistic class than on the non-

Autistic class, as evidenced by the higher precision, recall, and F1-score for the Autistic 

class. However, the performance of the model on the non-Autistic class is still 

reasonable, with a precision of 0.63 and a recall of 0.56. Classification report for 

Experiment 1 is given below in Table 4-2: 

 

Table 4-2 Classification report of Experiment 1 

Experiment 1 Precision Recall F1-Score Support 

Non-Autistic 0.63 0.56 0.59 43 

Autistic 0.83 0.87 0.85 106 

macro avg 0.73 0.71 0.72 149 

weighted avg 0.77 0.78 0.77 149 

 

4.2.1.2. Confusion Matrix 

TP: The model correctly identified 92 positive instances. 

TN: The model accurately predicted 24 negative instances as negative (class 0) when 

the actual label was also negative. 

Figure 4-5 below shows the confusion matrix for Experiment 1: 
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Figure 4-5 Confusion matrix for Experiment 1 

4.2.1.3. Precision-Recall Curve 

In Figure 4-6, the reported micro-average precision-recall of 0.86 indicates a 

good balance between identifying true positives (individuals with autism) and 

minimizing false positives (individuals without autism). In addition, the reported 

precision-recall values of 0.69 and 0.90 for the non-autistic and autistic classes, 

respectively, further support the idea that the model performs better at identifying 

individuals with autism compared to those without the condition. 

 

Figure 4-6 PR Curve for Experiment 1 
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4.2.1.4. ROC curve and AUC-ROC 

In Figure 4-7, the micro average of the ROC curve is 0.87, which suggests that 

the overall model performance is good. The macro average of the ROC curve is 0.83, 

which indicates that the model is performing well for both classes. 

The ROC curve for the non-autistic class has an area of 0.82, which indicates 

that the model has good performance in identifying non-autistic individuals. Similarly, 

the ROC curve for the autistic class also has an area of 0.82, suggesting that the model 

is performing well in identifying autistic individuals. Overall, the model seems to be 

performing well in distinguishing between autistic and non-autistic individuals, with 

similar performance for both classes. 

 

Figure 4-7 ROC Curve for Experiment 1 

 

4.2.1.5. Verification of Experiment 1 

To verify Experiment 1, we manually trained the same classifier which was 

produced by auto ML. For this purpose, the parameters given by TPOT pipeline are 

used for the Gradient Boosting Classifier, as auto ML showed that Gradient Boosting 

Classifier is best classifier. The results from verification of Experiment 1 are shown in 
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Table 4-3. Similar results were obtained as produced by auto ML. Similarly, we got the 

same visualizations for verification model as Experiment 1.  

Table 4-3 Classification Report - Verification of Experiment 1 

Experiment 1 Precision Recall F1-Score Support 

Non-Autistic 0.63 0.56 0.59 43 

Autistic 0.83 0.87 0.85 106 

macro avg 0.73 0.71 0.72 149 

weighted avg 0.77 0.78 0.77 149 

 

4.2.2. Experiment 2 

In this experiment, we took generations=5 and population_size=100, 

random_state=1, while keeping the other parameters as default. 

The best pipeline given by TPOT is an ensemble model, where the GaussianNB 

classifier is acting as the base model and the MLPClassifier is acting as the meta-model. 

In this pipeline, the Binarizer transformer is used as a preprocessing step to convert the 

input data into binary values, which are then passed to the GaussianNB classifier. The 

GaussianNB classifier produces probabilities, which are then used as input to the 

MLPClassifier. The MLPClassifier combines the output from the GaussianNB classifier 

with its own learned weights to produce the final prediction.  

The ensemble is optimized using TPOTClassifier to find the best combination of 

hyperparameters for both the GaussianNB classifier and the MLPClassifier. The 

parameters of best pipeline are shown in Table 4-4 below: 
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Table 4-4 Parameters for Ensemble Model 

TPOT Best Pipeline 

Parameters 

Values 

threshold 0.0 

alpha 0.001 

learning_rate_init 0. 001 

4.2.2.1. Classification Report 

For the non-Autistic class, the precision is 0.62, indicating that 62% of the instances 

predicted as non-Autistic are actually non-Autistic. The recall is 0.60, meaning that 60% 

of the actual non-Autistic instances are correctly predicted as non-Autistic. The F1-

score for non-Autistic is 0.61, which is the harmonic mean of precision and recall for 

this class. 

For the Autistic class, the precision is 0.84, indicating that 84% of the instances 

predicted as Autistic are actually Autistic. The recall is 0.85, meaning that 85% of the 

actual Autistic instances are correctly predicted as Autistic. The F1-score for Autistic is 

0.85, which is the harmonic mean of precision and recall for this class. 

The accuracy of the model is 0.78, which is the proportion of correctly classified 

instances out of all instances. 

The macro-average F1-score is 0.73, which is the average F1-score across both 

classes weighted equally. The weighted average F1-score is 0.78, which is the average 

F1-score across both classes weighted by the number of instances in each class. 

Overall, the model has better performance on the Autistic class than on the non-

Autistic class, as evidenced by the higher precision, recall, and F1-score for the Autistic 

class. However, the performance of the model on the non-Autistic class is slightly 

lower, with a precision of 0.62 and a recall of 0.60. Classification report for Experiment 

2 is given below in Table 4-5: 
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Table 4-5 Classification report of Experiment 2 

Experiment 2 Precision Recall F1-Score Support 

Non-Autistic 0.62 0.60 0.61 43 

Autistic 0.84 0.85 0.85 106 

macro avg        0.73 0.73 0.73 149 

weighted avg 0.78 0.78 0.78 149 

 

4.2.2.2. Confusion Matrix 

TP: The model correctly predicted 90 samples as positive (class 1) when the actual label 

was also positive.  

TN: The model correctly predicted 26 samples as negative (class 0) when the actual 

label was also negative. 

Figure 4-8 below shows the confusion matrix for Experiment 2: 

 

Figure 4-8 Confusion matrix for Experiment 2 
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4.2.2.3. Precision-Recall Curve 

In the Figure 4-9, the PR for the Autistic class is 0.900, indicating that when the 

model predicts an instance as Autistic, it is correct 90% of the time. The PR for the 

Non-Autistic class is 0.713, which means that when the model predicts an instance as 

non-Autistic, it is correct 71.3% of the time.  

In summary, the PR curve analysis shows that the model has better performance 

on the Autistic class, as evidenced by the higher PR score. However, the model's 

performance on the non-Autistic class is still reasonable, with a PR score of 0.713. The 

overall performance of the model is good, as indicated by the micro-average PR score 

of 0.852. 

 

 

Figure 4-9 PR Curve for Experiment 2 

4.2.2.4. ROC curve and AUC-ROC 

In Figure 4-10, the ROC curve analysis shows that the model has similar 

performance on both classes, as evidenced by the equal ROC scores for the Autistic and 

Non-Autistic classes. The micro-average ROC score of 0.86 indicates that the model's 

overall performance is good, with high true positive and low false positive rates. The 
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macro-average ROC score of 0.82 shows that the model's performance is consistent 

across both classes. 

 

Figure 4-10 ROC Curve for Experiment 2 

 

4.2.2.5. Verification of Experiment 2 

To verify Experiment 2 we manually implemented the model. For this purpose, 

the parameters given by TPOT pipeline are used for the for the model’s implementation 

along with TPOT Classifier. The results from verification of Experiment 2 are shown in 

Table 4-6. Similarly, we got the same visualizations for verification model as the 

experiment.  

Table 4-6 Classification Report - Verification of Experiment 2 

Experiment 2 Precision Recall F1-Score Support 

Non-Autistic 0.62 0.60 0.61 43 

Autistic 0.84 0.85 0.85 106 

macro avg        0.73 0.73 0.73 149 

weighted avg 0.78 0.78 0.78 149 
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4.2.3. Experiment 3 

In this experiment, we took generations=10 and population_size=100, 

random_state=1, while keeping the other parameters as default.  

The best pipeline given by TPOT is an ensemble of BernoulliNB and 

RandomForestClassifier, while optimizing the hyperparameters using TPOTClassifier. 

In this pipeline, the BernoulliNB classifier is used as the base model, and the 

RandomForestClassifier is used as the meta model in the ensemble. The parameters for 

best pipeline given by TPOT are shown in Table 4-7: 

Table 4-7 Parameters for Best Pipeline  

TPOT Best Pipeline 

Parameters 

Values 

alpha 1.0 

fit_prior False 

bootstrap True 

criterion gini 

max_features 0.05 

min_samples_leaf 1 

min_samples_split 4 

n_estimators 100 

 

4.2.3.1. Classification Report 

For the Non-Autistic class, the precision is 0.68, indicating that 68% of the 

instances predicted as non-Autistic are actually non-Autistic. The recall is 0.53, 

meaning that 53% of the actual non-Autistic instances are correctly predicted as non-
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Autistic. The F1-score for non-Autistic is 0.60, which is the harmonic mean of precision 

and recall for this class. 

For the Autistic class, the precision is 0.83, indicating that 83% of the instances 

predicted as Autistic are actually Autistic. The recall is 0.90, meaning that 90% of the 

actual Autistic instances are correctly predicted as Autistic. The F1-score for Autistic is 

0.86, which is the harmonic mean of precision and recall for this class. 

The accuracy of the model is 0.78, which is the proportion of correctly classified 

instances out of all instances. 

The F1-score for each class was averaged to calculate the macro-average F1-

score, resulting in a value of 0.73. On the other hand, the weighted average F1-score, 

which considers the number of instances in each class, was found to be 0.78. 

Overall, the model has better performance on the Autistic class than on the non-

Autistic class, as evidenced by the higher precision, recall, and F1-score for the Autistic 

class. However, the performance of the model on the non-Autistic class is still 

reasonable, with a precision of 0.68 and a recall of 0.53. Classification report for 

Experiment 3 is given below in Table 4-8: 

Table 4-8 Classification report of Experiment 3 

Experiment 3 Precision Recall F1-Score Support 

Non-Autistic 0.68 0.53 0.60 43 

Autistic 0.83 0.90 0.86 106 

macro avg        0.75 0.72 0.73 149 

weighted avg 0.78 0.79 0.78 149 

4.2.3.2. Confusion Matrix 

TP: The model correctly predicted 95 samples as positive (class 1) when the actual label 

was also positive.  
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TN: The model correctly predicted 23 samples as negative (class 0) when the actual 

label was also negative. 

The confusion matrix for Experiment 3 is presented in Figure 4-11. 

 

Figure 4-11 Confusion matrix for Experiment 3 

4.2.3.3. Precision-Recall Curve 

In the Figure 4-12, The PR for the Autistic class is 0.892, indicating that when 

the model predicts an instance as Autistic, it is correct 89.2% of the time. The PR for 

the non-Autistic class is 0.728, which means that when the model predicts an instance 

as non-Autistic, it is correct 72.8% of the time. 

The PR curve analysis shows that the model has better performance on the 

Autistic class, as evidenced by the higher PR score. However, the model's performance 

on the non-Autistic class is still reasonable, with a PR score of 0.728. The micro-

average PR score of 0.861 indicates that the model's overall performance is good, with a 

slight improvement compared to Experiment 2. 
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Figure 4-12 PR Curve for Experiment 3 

4.2.3.4. ROC curve and AUC-ROC 

In Figure 4-13, the ROC curve analysis shows that the model has similar 

performance on both classes, as evidenced by the equal ROC scores for the Autistic and 

Non-Autistic classes. The micro-average ROC score of 0.87 indicates that the model's 

overall performance is good, with high true positive and low false positive rates. This 

value represents the overall performance of the model in terms of correctly identifying 

all instances regardless of the class label. The macro-average ROC score of 0.81 shows 

that the model's performance is consistent across both classes. 

 

Figure 4-13 ROC Curve for Experiment 3 
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4.2.3.5. Verification of Experiment 3 

To verify Experiment 3 we manually implemented the model. For this purpose, 

the parameters given by TPOT pipeline are used for the model’s implementation along 

with TPOT Classifier. The results from verification of Experiment 3 are shown in Table 

4-9. Similarly, we got the same visualizations for verification model as the experiment.  

Table 4-9 Classification Report - Verification of Experiment 3 

Experiment 3 Precision Recall F1-Score Support 

Non-Autistic 0.68 0.53 0.60 43 

Autistic 0.83 0.90 0.86 106 

macro avg        0.75 0.72 0.73 149 

weighted avg 0.78 0.79 0.78 149 

 

4.3. Comparison between Experimented Classifiers 

We compared the results of models based on the same auto ML tool. The results 

are displayed for each experiment and its verification in terms of evaluation metric. 

We implemented TPOT to find the best ML model and hyper parameters. We 

verified the models given by TPOT by manually processing those hyper parameters. 

The performance is evaluated in terms of evaluation metrics. TPOT achieves accuracy 

of 79%, precision 75%, recall 73%, and F1-score 73%. Our results show that 

performance is increasing as the number of pipelines increase in the experiment. 
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In experiment 1, the precision and recall for the non-autistic class are lower than 

those for the autistic class, indicating that the model has difficulty correctly identifying 

non-autistic individuals. 

In experiment 2, the precision, recall, and F1-score for both classes are slightly 

higher than those in experiment 1, indicating better performance overall. Experiment 2 

has the highest overall F1-score among all three experiments, which indicates that it has 

the best balance between precision and recall for both the autistic and non-autistic 

classes. The F1-score for the autistic class is 0.85, which means that the model correctly 

identifies 85% of the autistic cases while minimizing false positives. The F1-score for 

the non-autistic class is 0.61, which indicates that the model correctly identifies 61% of 

the non-autistic cases while minimizing false positives. Therefore, based on the F1-

score, experiment 2 is the best-performing model among the three experiments. 

In experiment 3, the precision and F1-score for the non-autistic class are the 

highest among the three experiments, while the recall for the non-autistic class is the 

lowest. This suggests that the model performs well in correctly predicting non-autistic 

individuals but may miss some cases. The precision, recall, and F1-score for the autistic 

class are similar to those in experiment 2. 

Overall, experiment 2 and experiment 3 appear to have better performance than 

experiment 1. 

Table 4-10 Comparison between Experiments - F1-Score 

F1-Score Experiment 1 Experiment 2 Experiment 3 

Non-Autistic 0.59 0.61 0.60 

Autistic 0.85 0.85 0.86 

macro avg 0.72 0.73 0.73 

weighted avg 0.77 0.78 0.78 
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4.4. Discussion and Comparative analysis 

As mentioned in Chapter 2, studies using machine learning algorithms represent 

the state of the art in autism detection. Our results are compared to the several studies 

with several important distinctions. Currently, quantitative analysis of results is not 

possible due to the distinction of our approach followed. Table 4-11 below shows our 

work and some previous work regarding Autism Detection. 

Table 4-11 Comparative Analysis 

Author Dataset Size 

(instances) 

Best Model Accuracy 

Vakadkar et al., [1] 1054 LR 97.15% 

Erkan et al., [5] 1100 RF Almost 100%  

Thabtah et al., [32] 1100 LR 97.94% 

Tartarisco et al., [34] 315 SVM 95% 

Experiment 1 742 GB Classifier 78% 

Experiment 2 742 GaussianNB and MLP 

Classifier 

78% 

Experiment 3 742 BernoulliNB and RFC 79% 

 

As we can see, many researchers got different results with different sizes of 

datasets. The results can be improved if we could use more data to train and test the 

model. 

Our dataset had more autistic male than female with imbalance dataset of 742 

samples. Similarly, study by Ruta et al., [33] showed more autistic male than female 

with dataset of 315 instances. In study [1], more males are prone to autism as compared 

to the females. It also showed that jaundice count is higher in male as compared to 

female. We plotted gender distribution graph of ASD observed in males and females. It 
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can be inferred that ASD is more commonly found in males than females as indicated in 

Figure 3-5.  

The approach we followed, have not been applied by any other researcher. So, 

quantitative analysis of performance is not possible. Results show that model have high 

performance on autistic class than non-autistic class, this is due to class imbalance in 

dataset.  
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CHAPTER 5 

CONCLUSION 

This chapter discusses the conclusion of our work on Autism detection at early 

ages using auto ML TPOT. In addition, we discussed future work to extend this work. 

5.1. Conclusion 

In a nutshell, the purpose of thesis was to formulate a model for ASD diagnosis 

using auto ML to our dataset. To improve accuracy of ASD diagnosis in children and 

make the process faster than traditional methods. For this purpose, data of children was 

collected using a survey based on Q-CHAT-10. We applied auto ML TPOT to our 

dataset for ASD prediction and evaluated the outcomes of this technique. We used 

different evaluation metrics: precision, recall, F1-score, and AUC-ROC curves to 

evaluate the performance of our models. Auto ML TPOT shows accuracy of 79%, 

precision 75%, recall 73%, and F1-score 73%. The results showed that model perform 

better on autistic class than non-autistic class. 

5.2. Future work 

In the presented work, auto ML is applied to predict autism in children. There is still 

potential for further expansion of this work based on the contributions that have been 

made. The following are the potential areas for future work: 
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• We performed experiments using auto ML TPOT library. As a future work, we 

can develop auto ML model using other auto ML libraries for our dataset. 

• As a future work, we can develop and compare results of two or more auto ML 

models based on different auto ML libraries used to develop those models. 
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