
PERFORMANCE ANALYSIS OF DEEP 

LEARNING APPROACH FOR CLASSIFYING 

DDOS ATTACK FROM BENIGN NETWORK
TRAFFIC

HAFSA ABBAS 

02-241192-012

BAHRIA UNIVERSITY ISLAMABAD 

KARACHI CAMPUS



Approval for Examination

Registration No. 40917HAFSA ABBAS“Scholar's Name:

Programme of Study:

Master of Science (Software Engineering)

Thesis Title:

PERFORMANCE ANALYSIS OF DEEP LEARNING APPROACH FOR CLASSIFYING

DDOS ATTACK FROM BENIGN NETWORK TRAFFIC

It is to certify that the above scholar's thesis has been completed to my satisfaction and, to 

my belief, its standard is appropriate for submission for examination. I have also conducted 

plagiarism test of this thesis using HEC prescribed software and found similarity index 13% 

that is within the permissible limit set by the HEC for the MS degree thesis. I have also found 

the thesis in a format recognized by the BU for the MS thesis.”

Principal Supervisor’s Signature: 

Date:
DR. OSAMA REHMAN

Name:



Author’s Declaration

HAFSA ABBAS hereby state that my MS thesis titled“I,

PERFORMANCE ANALYSIS OF DEEP LEARNING APPROACH FOR CLASSIFYING 

DDOS ATTACK FROM BENIGN NETWORK TRAFFIC

work and has not been submitted previously by me for taking any degree fromis my own

this university BAHR1A UNIVERSITY ISLAMABAD or anywhere eise in the country/world.

At any time if my statement is found to be incorrect even after my graduation, the University 

has the right to withdraw/cancel my MS degree.”

HAFSA ABBASName of scholar:

/i 04 us, / 2-D2.1-9Date:



Plagiarism Undertaking

“I, solemnly declare that research work presented in the thesis titled

PERFORMANCE ANALYSIS OF DEEP LEARNING APPROACH FOR CLASSIFYING DDOS 

ATTACK FROM BENIGN NETWORK TRAFFICis solely my research work with no significant 

contribution from any other person. Small contribution / help wherever taken has been duly 

acknowledged and that complete thesis has been written by me.

I understand the zero-tolerance policy ot the HEC and Bahria University towards plagiarism. 

Therefore, I as an Author of the above titled thesis declare that no portion of my thesis has 

been plagiarized and any material used as reference is properly referred / cited.

I undertake that if 1 am found guilty of any formal plagiarism in the above titled thesis 

after award of MS degree, the university reserves the right to withdraw / revoke my MS 

degree and that HEC and the University has the right to publish my name on the HEC / 

University website on which names of scholars are placed who submitted plagiarized thesis.”

even

mScholar / Author’s Sign:

HAFSA ABBASName of the Scholar:



Dedication

I dedicate this thesis to my parents and my sister who have supported me all the way 

as without their support this would not be possible. I would also like to dedicate this thesis 

to my respected teachers and especially my supervisor Dr. Osama Rehman for the guidance 

and countless meetings which led to the completion of this work. I dedicate my degree to my 

dearest Parents, Family, Friends, and respected Teachers who motivated, supported and 

encouraged me in every aspect of my life.



ABSTRACT

Cyber security has become a great issue in this technological world. There are several 

types of cyber-attacks that are present, where Distributed Denial-of-Service (DDoS) is one 

of the most common attack type in the cyber world. Researchers are doing their best to find 

a solution to get rid of DDoS attacks. With the advancement of technology day by day, 

millions of people across the world are relying on the internet. People are using internet in 

every field of life from the very basic home task to the academics 

of users are increasing day by day, security issues are also increasing. DDoS has grown 

significantly than normal. DDoS attacks frequency is doubled in every year but due to 

COVID-19 pandemic, as everything is shifted on internet.

To identify and to take measures against DDoS attacks has become a necessary task. There 

is a need to make a system intelligent enough to detect the difference between the legitimate 

request and DDoS attack request. Blocking the traffic is not a solution. It is important to 

develop a technique which is intelligent enough to distinguish the normal and malicious 

traffic.

research. As the number
more

There are many solutions available up till now. Researchers are using different techniques to 

get rid of this problem. In this research, three different approaches are used to check which 

one is better for cyber security dataset. The dataset used is CICDDoS 2019 comprises of 

different DDoS attack types. The first approach is Machine Learning approach in which 

Random Forest algorithm are used. Second approach consists of ANN (Artificial Neural 

Network) and CNN (Convolutional Neural Network). The performance of CNN and RF is 

almost same. Accuracy obtained by using of all the three approaches are better. In some of 

the attack classification, the accuracy is increased up to 99.9%. Whereas ANN algorithm has 

an average performance for cyber security dataset. There are many anomalies occurred in the 

performance of ANN.

The performance parameters include Accuracy, Training Time, Testing Time and Confusion 

Matrix. CNN takes more time in training than RF but there is a very less chance of any
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