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CHAPTER -1

INTRODUCTION

1.1.  Wireless Sensor Network Technology
Wireless Sensor Network (WSN) consists of spatially distributed autonomous sen

that monitor conditions in an environment such as sound, temperature, vilirati

motion, pollutants and physical conditions and activities Originally devélo or
military usage, with advancement of technology and resources application weless
Sensor Network has now been extended to areas as diverse as in ¥l process

monitoring, health monitoring, environment monitoring, traffic e automation,

to name a few.

Most sensor nodes, with few exceptions, consist of thegfall parts:

. Radio transceiver

. Microcontroller ?\

. An energy source, usually a battery.

Size of a sensor node may be sm: epending upon the functioning ‘motes’ of
its microscopic dimensions. cost of a sensor node, varying from a couple of

hundred dollars to less thowsand dollars, is determined by the size of sensor
network and the comiplexity involved in each component. Size and cost constraints
restrict available ®pergy, memory, computational speed and bandwidth etc of the

network.

g& normally consists of a Wireless Ad-hoc Network or a multi-hop
ch is supported by each sensor where nodes take the data towards the
(BS).

A Sen

ular international seminars, workshops and knowledge sharing programs
oncerning Wireless Sensor Network (WSN) have added yet another dimension in the
ever-expanding knowledge base in the field of Computer Science and
Telecommunication.
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() Sensor Mode

Gateway
Sensor Mod

Fig 1.1: Typical Multihop Wireless Sensor Network Architecture [26] &

A given environment changes and evolves every second. Natural as w

environments have a number of attributes and utilities. Systematic mogitor ese
utilities and the quick changes in them can provide immensely useful data concerning
different environments such as industries, domestic en nt, maritime,
transportation and even completely natural environments wij ittle human activity.
A WSN placed in any environment can collect h its sensors, while
simultaneously sifting the essential from trivial dgtails,without ignoring the latter and
using it to further process the sensed data. Th%en ironments are extroverted as

well as introverted since they not only censidetg¢the data from the surroundings but

also from within the various nodes. W ted in different geographical locations

provide information to the Main Sta ich ranks relative quantities, observes and
gathers data, estimates and an rmation, gathers useful displays for users and

makes the right and tim and makes the alarm functions easy to begin

placing pinpointed respons to concerned nodes in the WSN.
&7

New development roven the significance of sensor networks like the DARPA

SENSIT preg@ran®27] military programs, and NSF program [28] based on funded
initiative gram below illustrates complications of wireless sensor networks
ma network that acquires data and distributes the data, watched and

edy a centre of management. Surplus of modern and new technologies makes

oisterous system for all.

Q selection of parts complicated. There should be a conscientious, homogenous,

The study of wireless sensor network requires vast knowledge from a great variety of
programs, making it quite interesting though a challenging field. Certain important
topics will be covered in this chapter like communication networks, wireless sensor
networks and smart sensors, physical transduction principles, commercially available

\\
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wireless sensor systems, self-organization, signal processing, decision-making and
also few topics of domestic automation.
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1.2.  Application of Wireless Senso rk

Wireless
(Wi-Fi 802.11 2.4GHz
EBluaToot

Uses of WSNs include typical applicgtionis like observing and monitoring, tracking
and measuring [69]. Some “spe applications include habitat observing, object
tracking, fire detection, Ia?@e etection, level and temperature sensors and traffic
observation etc. S&o are used to collect data for WSN in a given setting, and
for that purposg i loyed in a region where it could gather the required data

through |ts

1.2. 1% nitoring
on oring/observing is a commonly used application of WSN. The Network is
loyed in an area where monitoring has to occur. In a battle field, for example, in

rder to detect the adversary’s interference or movement, large numbers of sensor
() nodes have to be deployed. After detecting or observing the parameters such as heat,

pressure, sound, light, electro-magnetic field, vibration etc, the sensed data is then
sent to a base station, and convenient actions are taken in order to tackle the situation
accordingly e.g. spreading the message on internet or satellite. WSNs can also use a
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number of sensors in order to ascertain the presence of intermediaries like cars,
motorbikes and trains.

1.2.2. Environmental Monitoring

Due to the forerunner nature of projects, different WSN are deployed for
environmental scanning in which many proved to be short lived. The state @
Permafrost in the Swiss Alps: The PermaSense Project [30], PermaSense Onli

Viewer [31], ASTEC Project [32] and glacier monitoring are someex—a) les

deployed sensors currently in use.
1.2.3. Greenhouse Monitoring
WSN:s are installed in greenhouses where they scan the temp gd humidity and
take the corrective measure when they reach a certain lev réenhouse managers are
alerted, through cyber visions, for the changes taki ile triggering the host

system to take necessary corrective steps such a Itghing on the misting system,
opening vents; turning on fans and other equ% order to keep changes in the

system under control. Some WSNSs c%c anged according to the needs of
application as they are easy to insta \

1.2.4. Landslide detection&?
A slight movement of so?@r casted through WSNs before a land slide actually
f WS

happens. With the 0 Ns gathered information makes it possible to forecast
the event in real ti h accuracy. Preventive, damage control or safety measures

can then be ectively.
1.2.5 %n Health Monitoring

%r Condition-Based Maintenance (CBM) [33] has been using WSNSs, which

e proved useful in terms of cost saving and low expenditures though wiring costs
Qomehow limit the installation of sensors (cost $10-$1000 / ft). Wireless sensor is a
() new invention that is particularly useful in accessing otherwise inaccessible areas,
rotating or moving machines, monitoring in dangerous or prohibited locations, and

mobile assets etc. Standard techniques are still used by companies to check and gauge

their equipments that incurs considerable costs on employing labor, maintenance of

the equipment and that too with some risk of errors. US navy has therefore started
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employing WSNs instead to reduce the number of personnel on their ships as well as
to reduce the errors and costs while boosting the basic monitoring (technical, security,
emergency alarms) systems

1.2.6. Water/Wastewater Monitoring

Wireless sensors networks can be used in industrial units for water purificatiﬁ \

Facilities that cannot be wired for power or data transmission can effectively f
through use of wireless 1/0 devices and sensors using solar panels or ba r&
power. WSNs can be used to monitor the data from such underwater sensers that in

turn are powered through solar energy. It is also used on ships for se oil and

%r

continuous addition and

water and thus minimizing water pollution.

1.2.7. Landfill Ground Well Level Monitoring and P

Water levels in grounds and wells in the landfill site,a
removal of waste in water are monitored throu . A submersible pressure
transmitter and a wireless machine monitor the vel in water. There is a central
data logging system which keeps the d t%/e rovided by sensors, calculates it or
informs the working men for a vehigle vide appropriate services. The data is

transferred from sensors to the centradata’logging system through a wireless device.

Leachate or waste removal,pu along with totalizing counter situated at the top of
well are installed in grder itor pump cycles and also the total amount of waste
removed from theywellh Although it is not common to use wireless devices to collect

and transmit pumps to central control location (because usually the counter
is read manual wireless devices are used to save time and minimize chances of
’T& smitted to the control centre is used to check the operating pumps,

error
e% st€ volume from water and organize maintenance of the pumps.

Q .8. Water Tower Level Monitoring

< mall communities and neighborhoods are provided water with suitable pressure
through water tower that store water and pressurize it in peak time of use in order to
make sure that water is available to all users. Sensors designed to operate under water

can monitor the level of water in these towers and transmit the data back to a control
centre. They transmit data wirelessly as the maintenance of water level in these towers
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needs a significant check and control. Pumps are used for moving water from
reservoirs to the towers when the level of water falls.

1.2.9. Agriculture

Use of Wireless Sensor Network (WSN) devices is getting popular in agriculture as a
new advancement in this filed. Certain important issues like gravity fed water syste

and control of pumps has now been made easy through use of pressure transmigter
monitor water tank levels and wireless 1/0 devices. Use of water cag al
measured and transmitted wirelessly to a control location for billing. Mare, effigien

use of water and deduction of waste and leachate in water have bee possible
through these new automated irrigation techniques.

1.2.10. Fleet monitoring v

In a fleet where there are a large number of vehiclesit ible to put a mote with a

GPS module on-board each vehicle. Motes detect f various vehicles through

GPS module to coordinate the whole operatio

fleet is used to transport food, medici eqﬁ:m als or explosives etc, safety of the
cargo can be enhanced through @ where the motes are connected to
ist

ively. In operations where the

temperature sensors to avoid a ante of cold or hot in severe conditions.

perationalizing a Wireless Sensor Network

1.3.  Implementation esh
Conceptualizing a@nég a WSN is a challenging area, however it is even more
C

difficult to conyert¥lockediagram into a user end product with the help of trade-offs
evaluated | ifferent levels at the design stages. The cost and technical

consid zﬁ\%ﬂved in the implementation stage add further to this difficulty.
oA

B% m of a Wireless Sensor Network is shown in the figure 1.3. The sensor
Qe nsists of an antenna - a protocol used for communication, radio frequency
rawsceiver, random access memory, read only memory, an application processor and

< Q transducer. Sensor node requires a long-duration battery for uninterrupted

communicate to avert energy scavenging.
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Fig 1.3: A Generic Wireless Sensor Network Node [34 3
1.4, WSN Node Architecture:

;de in a wireless

pe of data and can

A Wireless Sensor Node (WSN) is also called as “moteZ: i
sensor network used for processing of data. It senses

communicate with different nodes in the wireless seRso ork as well as with the
outside world. Sensor nodes are deployed in a %vironment in order to gather

data like sensing temperature, monitorigg anygroutine (movement of animals) or

unusual (e.g. terrorist) activity, Weathx

signal an incoming train. The des'ﬁ ireless sensor network is shown 1.4.

ting and on railway tracks in order to
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Fig 1.4: Design of typical WSN [35]

1.4.1. Components of a Sensor Node

Various components of a wireless sensor network shown in the diagram above include
parts such as controller, transceiver, memory, battery and sensors etc [70].
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1.4.1.1. Controller

Controllers, used in wireless sensor nodes, play an important role in data processing

as well as data controlling inside the node. These controllers are mostly
microcontrollers but there are few other controllers which in addition to the above
functions are used as digital signal processor, desktop microprocessor, FPGAs and \
ASICs. The special type of controllers used in sensor nodes are the best optiopgfo

majority of embedded systems due to their low cost, ease in deploym n&i&s@
connectivity with their neighboring sensor nodes, simple programming

not the least their low power consumption. Since microprocessorsgeon ore

power as compared to controllers it is always better to use migkocon rs rather

than the microprocessors in sensor nodes. Application of digitalNs | processing is

mainly for broadband wireless communication but ireless sensor

Network, the wireless communication should be self- i-8 it should be simpler,

should easily process different modulation techniqués, sethat the signal that will go

through processing stage will be less complicaw
If we compare Digital Signal Processiﬁﬁith raditional microcontrollers than it

would be very difficult to use DSP § sensor nodes. However, if we want to

use FGPAs, first we have to repr nd then reconfigure it according to sensor

node requirement. These fagt jll consume more time as well as energy as

compared to the optimal |

1.4.1.2. Transcei &

Better use band in wireless sensor network provides free radio as well
spectrum ioh. Various options of transmission are available for wireless sensor
net ing Optical Communication (LASER) and Infrared. LASER can be

r Wireless sensor network due to its low power consumption but it requires
e-of-sight for better communication; secondly it is also very sensitive to the
tmospheric conditions. In case infrared rays are used for wireless sensor network
() then there will be no need of antennas but the result will be limited broadcasting
capacity. Wireless Sensor Network uses Radio Frequency (RF) which is more suitable
for this purpose. WSN has free licensed frequencies which are 173MHz, 433 MHz,

868 MHz and 915 MHz up to 2.4GHz.
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Transceiver can be defined as “transmitting and receiving of signals are done through
one device i-e antenna”. These transceivers are used in wireless sensor nodes.
Transceiver system has different identifiers i.e. they can transmit and receive signals
in active as well as in sleep state. Transceivers which are based on new technology
have built-in machines which perform majority of such operations automatically.

During most activities of the wireless sensor network, transceivers operate ir&e\
OW!

mode and help in saving energy. Energy saved this way equals to th
consumed in the receiver mode. Hence it would be a better idea to
transceiver system in sensor node rather than operate it in idle mode. Tghi will

work when there is no transmission and during receiving mode. lp.Qrde perate in

such conditions, it will save considerable amount of power V sleep mode is

switched to transmit mode in order to send data.

1.4.1.3. External Memory

sensor network. External memory can be @n-chipgmemory as well as off-chip memory
of microcontroller and flash memory. \ JOrity of cases, flash memory is used for
wireless sensor network.

External memory is a fundamental consider% actual deployment of wireless

Since memory requirement ess sensor networks are application dependent,
researchers have introduw road categories of memory: a) User Memory for
storing user (perso&i\ta r different applications used by a sensor node, and b)
Program Memaqry: $he

1.4.1.4 Po%u
Po @nain resource for wireless sensor node. Sensor node consumes more
W\/&vh n it senses any external environment and sends that data to the neighboring

e. However it consumes less energy while sensing external environment as well as

mory used for programming purpose.

ce

rocessing sensed data. Research has proved that energy consumed by transmitting
1Kb of data within a distance of 100m is almost the same as energy consumed by
processing 3 million instructions per second. Power required for such operation can
be thus stored either in batteries or in the capacitors located in the sensor node.

10
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The batteries used in wireless sensor nodes are of two types: a) Rechargeable. b) Non-
Rechargeable. These batteries are also categorized with respect to the electrochemical
material used by the electrodes i.e. (nickel-cadmium), NiZn (nickel-zinc), Nimh
(nickel metal hydride) and Lithium-lon.

Recent researches have led to the development of self recharging batteries that use \
solar energy, vibration or temperature. Researchers have categorized power s %
into two broad policies i.e. Dynamic Power Management (DPM) and ﬁ
Voltage Scaling (DVS). DPM are used to turn-off those parts which are

active or in use. DVS on the other hand is desgined to vary the po | ich
depend upon un-deterministic workload in sensor nodes. This vagng inyoltage with
the frequency results in quadratic lessening of power consu tk%wireless sensor

nodes.

1.4.1.5 Sensors @

These are hardware devices used for monitorifigaconditions as diverse as temperature
and pressure or a terrorist activity. Sensges are WSed to process physical data of that
area in which they are deployed toxu any change in the condition being
monitored. According to gener %‘ re of wireless sensor node, the sensor
“senses” the external environ N\The sensed data is in the analog form which is
then digitized by a speci lation technique. This job can be performed by
Analog-to-Digital Copvert all size is an ideal characteristic of wireless sensor

node so that it (% less energy and can perform efficiently for long periods.

Typically, wireleSs,sensor node has a very small electronic device that performs its
task usin w power i.e. less than 0.5-2Ah and 1.2-3.7 V. Sensor nodes are
cat into following three categories:

mni-Directional Sensors: Used for sensing data instead of manipulating the

Q physical environment through active inquiry. They have a self-powered nature
() which means that they will use energy in great volume whenever high
amplification of analog signals is required. No concept of direction is involved

in processing in these sensors.

. Narrow-Beam Sensors or Passive Sensors: These are passive sensors that have
well defined concept of direction of processing e.g. ‘camera’

11
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. Active Sensors: Used for sensing the external environment very closely e.g.
radar sensors or seismic sensors which detect the alarm waves created by
small explosions.

Most theoretical works concerning wireless sensor network are described by Passive

or Omni-directional sensor. As every wireless sensor node has its own coverage area \
within that specified area it senses the data, processes that data and if needed sends i
to the neighboring node in an accurate manner. Also there might be vario m
consumption sources in wireless sensor node which are: conversion ﬁ?

signals to electrical signals, condition of signals, analog to digital and gigit alog

conversion. Q
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\ Fig 1.5: Architecture of Wireless Sensor Network [71]
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CHAPTER -2

LAYER-2 DATA LINK LAYER

2.1 Data Link Layer

OSI model is composed of seven layers, in which data link layer is the second laye \
OSI model. Mainly, the research work is on Layer-2 Data Link Layer. This chaptery
a detailed overview of Data Link Layer and sublayer of Data Link Layer({.e.
sublayer as shown in fig 2.1.

HIGHER LAYERS
APPLICATION
/i LLC
PRESENTATION /| Logical Link Control
/ MAC
SESSION J Media Access Control
L PLS
TRANSPORT },’ J,f Physil:lal Sigl:éling
) 4
NETWWORK P
fi
DATA LINK K ; [ —
’ PHYSICAL MEDIUM
PHYSICAL ATTACHMENT
_______ 1
MEDIUM

(% Fig 2.1: OSI Model [68]
Layer, \ ik Layer is responsible for delivering data to different nodes in the

networ ocal Area Network or wide Area Network. Also it is responsible for
ding, data in correct form due to protocol used in Layer-2 i-e error detection and
r correction. Few examples of Layer-2 are: Point-to-Point Protocol (PPP),

< GDCCP, and HDLC.

The main role of the Layer-2 (Data Link Layer) is to deliver packets/frames between
different nodes in the same Local Area Network or in the same Wide Area Network.
In this layer data is combined with the control information to form Protocol Data Unit
(PDU) that is not supposed to cross boundaries of the same network i.e. LAN/WAN.

14
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In most cases where two nodes want to send data at the same time to the central node
called ‘sink’, there are chances of collision at the sink node. This results in dropping
or loss of data packets thereby compelling the transmitter to send the data again. This
obviously leads to use of extra energy, data loss in the network resulting in an
inefficient system. So the Layer-2 is responsible to fix this issue through its special
protocols i-e CSMA/CD or CSMA/CA. These protocols work to minimize the ratio

data collision in the network. Q

Improper or misuse of hardware can cause damage to data packets/fr L?
u

reach their destination points. The packet/frame header carries data urce
address and destination address informing the network about origin and final
delivery point of the data packet. In Network layer, just like_hi al and routing
protocol, Data Link Layer also uses flat addressing technigue means that there
will be no part address that can be used to rectify ical or logical group to

which address they belong.

The Data Link Layer (Layer-2) is responsibl vering of data across Physical
ble® Majority of protocols in Data Link

link. This delivery can be Reliable or U%
Layer are unable to provide ackno }Q for packet/frame acceptance; secondly
many protocols are also unablg, t vide checksum in order to check data

transmission errors. Theref e cases, protocols which belong to higher level
in the OSI model perfor noWledgement and retransmission of data as well as
checksum job for Link'Layer.

2.2. Modi%‘nunication

Mainly \ cation model in Data Link layer is divided into two broad
C@
onnection-oriented communication.

Q Connectionless communication.

() 2.2.1. Connection-oriented communication

In Telecommunication, in the ‘Connection-Oriented” model (CO mode) nodes use a
protocol to establish end-to-end physical or logical connectivity for data transmission
that are located at the end points of the network. CO-mode communication is however

15



Chapter-2: Layer-2 Data Link Layer

not always as reliable for the networks which may provide successful acknowledge
after successful delivery of data and also a repeat function which should be generated
automatically in those cases where the data is missed or faced some kind of error.

Few examples of CO-mode are Public Switched Telephone Network (PSTN), Integrated
Service Digital Network (ISDN), Synchronous Optical Networking (SONET), \
Synchronous Digital Hierarchy (SDH) and Optical Mesh Networks (OMN). &

compare Circuit Mode with Packet Mode, the circuit mode provides best guarantee

data delivery within the constant amount of bandwidth and delay. Ho
Mode, also called Virtual Circuit Mode, suffers from variation in bi

delay due to fluctuations in traffic load as well as length of Tke

network.
& layer protocol which

ieving delivering of data

TCP (Transport Layer Protocol) is connection-oriented tr
may be based on connectionless oriented protocol i,
in byte-stream in the form of segmented allotme ers on the receiving edge

and re-arrangement of their order at the sourc ye, ‘The typical working of TCP is

shown in figure 2.2. c_>
~\

Client Server

\

&ig 2.2: The diagram shows the typical TCP connection. [64]
:let Switching uses connection oriented technique in which entire data is sent

rough the same network path (LAN/WAN) in one session. The protocol used by

() packet switching technique does not guarantee the routing information i.e. source and
destination address in the packet, but it has only channel stream number usually called
Virtual Circuit Identifier (VCI) [65].

Various examples of connection-oriented communications are:

16
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. TCP based on Datagram Protocol (IP Protocol)
. X.25

. Frame Relay

. GPRS

. ATM

2.2.2. Connectionless Communication

In Connectionless Communication, method of data transmissi hnique contains
el dress to allow

all the information in the header of the data packet including
the self-governing delivery of the data packet to its destin &oﬁgh the network. A

Data packet sent via network in a connectionless co ion model is often called

Datagram. As compared to the Connectionless the CO-mode first sets up a
physical or logical data channel (connection) r to exchange the data in the
network as shown as in fig 2.3.

Reliable End-To-End Connectivity,

) / e~ ~ \ v\»\l,

A

! | Reliable Connectivity z Reliable Connectivity) 52  Reliable Connectivity

& 4 _ ViaDaa Link Layer 'L —, Via Network Layer t )' Via Data Link Lay
< e

& % o B Reliable 2 i
Packet / Data " | T Connection ! % ;
i TR s s el
1 \ [
* Connection-Oriented < ‘7
D S

— (TCP) i

RN

—, &
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|

< fap— v |
Connectionless
\ (UDP)

Fig 2.3: Connectionless Communication vs. CO-mode [66]

(J The main advantage of the connectionless communication model over the CO-mode
is the low overhead in the network. The communication model is based on multicast
as well as broadcast modes. This technique also reserves the network resources when
the node sends the same amount of data to maximum number of its users. It uses
Point-to-Point (Unicast) connection.
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On the other hand, the main drawback of the Connectionless Communication is that
when it transmits the packet, the service provider often gives no guarantee about loss
of data in the network, error correction, data duplication, delivery failure and
unordered sequence of data packets.

There is also a problem of cache or re-computation of routing information of the \
network when data has been sent through the network and the node re-compute %

routing information on every hop. This technique unnecessarily wastes capacitxé\

network.

The dissimilarities between CO-mode and Connectionless Communi ur on

several OSI Layers, which are:

. Transport Layer: UDP is connectionless and TCP is C@

. Network Layer

. Data Link Layer: §

2.3.  Sublayers of Data Link Layer
Data Link layer is further divided into \ categories:

. Logical Link Control (LL v

. Medium Access Con )

2.3.1. Logical Lir@t LC)
The top layer ,of ta Link Layer is the Logical Link Layer (LLC). Main

e
functions ofgthe [SLC are to provide efficient flow control, acknowledgement of data
| 38 error announcements. Addressing as well Control functions are

packets \
pro % LC. It also tells the network about the mode of addressing as well
h

anism to be used in the exchange of data between two devices.

Q nctions:
< ollowing functions are performed by the Data Link Layer:

o Logical Link Control: In order to establish the logical links connection
between two devices in the network. Majority of LANs use LLC Protocol for
IEEE 802.2.

18



Chapter-2: Layer-2 Data Link Layer

. Medium Access Control (MAC): This technigue is used to provide access to
the network medium before any data is sent. Most networks use a shared
medium in which MAC plays an important role in providing such rules to
access the medium without any loss or congestion on the network. Some

important protocols used by MAC are CSMA/CD and CSMA/CA. \
ﬂ%

. Framing: DLL uses encapsulation technique for higher level me

which are converted into frames so that they may be sent to theigsrequire
destinations. ’

. Addressing: DLL is responsible for address. It tells the net bout the
addressing mechanism so that the data packet follows th of address and
reaches its final end.

. Error Handling and Error Detection: D onsible for data integrity
that usually resides in the lower layers of t erence model.

2.3.2. Medium Access Control

The second sublayer of the DLL is eWiDn Access Control Layer (MAC Layer).
MAC Layer provides access to the rk through CSMA/CD or CSMA/CA. In
each data packet, there is a hga he MAC address.

Generally, we classi t% Layer into two categories i.e. Distributed MAC
Layer and Centrdlized MAC layer. The mentioned categories are used for
communicatiorige n two devices (nodes). MAC layers works as follows

“Suppos av@ a group of people, and they started conversation. First of all, they

will % clues to start there communication in order to find who will start
nigation first. If two people start their communication at the same time, then

Qoft e person in the group will back off and will give the permission to another so
Qa all the persons in the network understand what he/she is saying. If they do not
ollow that rule, then there will be miscommunication among the group and no one

will clearly benefit from the conversation”

MAC layer is also responsible for data starting and when that communication
finishes. It also informs others when to start communication.

19
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Media Access Control (MAC) is the sublayer of DLL known as Medium Access
Control (Layer-2). The protocol is used in the network composed of several nodes that
want to communicate with each other in a multipoint network model i-e LAN, WAN
and MAN. MAC Layer uses a hardware known as Medium Access Controller.

MAC Layer provides an interface between the Physical Layer and the Logical Link \
Control (LLC). It uses full-duplex transmission mode in the communication

e
which may provide unicast, multicast and broadcast modes of communication 6

2.4. MAC Layer - Addressing Mechanism >

MAC Layer uses the Physical Address or MAC Address. uses a
distinctive serial number. When that distinctive serial number hag been allotted to a
meticulous network at the time of network assembly th de Il be indentified

with the distinctive serial number which has been he beginning. Every
device in the network will use different MAC addges ts Will enable the network to

deliver data packets with accuracy and withou?
It is not necessary for the MAC Layer Il duplex PPP communication.

\nﬂ
2.5.  Channel Access Control %

The technique for channel trol is provided by Media Access Control Layer
which is also called MU%A ess Protocol. This protocol helps the network in
identifying as to ich drfferent stations share the physical medium. A typical
example of Multiple cess Protocol is Bus Topology, Ring Topology, Hub
Topology % half-duplex wireless networks which use PPP links. The main

advant x iple Access Protocol is to detect as well as avoid any type of data
colly @ occurs in the network.
@ortam protocol used by Multiple Access Protocol is Carrier Sense Multiple

ess with Collusion Detection (CSMA/CD). This protocol is awakened in the
‘ etwork when collision occurs in Ethernet Hub or Bus Topology.

2.6. Different Multiple Access Protocols
Few examples of Multiple Access Protocols in wired networks are:

. CSMA/CD
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. Bus Topology
. Ring Topology

Few examples of Multiple Access Protocols in wireless networks are [67]:

o Dynamic TDMA \
. PFDMA &
. CDMA C_D\

) Slotted ALOHA

. CSMA/CA

2.7.  Different Protocol Examples: v:
I @

Different protocols used by MAC Layers are as fo

e ATM %
o ARCNET v
e CDP \%

e CAN v

e Econet $

e Ethernet

e

« FDDI ’\

e Frame Re %

° HDLC\%

oL

tarlan
Qs
(J e MPLS

e Token Ring
e UDLD
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Different protocols used in Wireless Sensor Network:
e Sensor MAC (S-MAC)

* Wise MAC (W-MAC)

o Traffic-Adaptive MAC Protocol (TRAMA)

o SIFT

e DMAC

e SMAC

e Timeout-MAC

e (T-MAC)/DS-MAC:
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CHAPTER -3

LITERATURE SURVEY

Existing protocol to control wastage of energy and congestion in mobile wireless \

sensor network are not really effective in addressing this problem. Congestion
cluster head creates overhead which entails considerable amount of energy, t
to

loss and delay in the network. A network that is free from these ills must € a
assign time slots to different mobile nodes in the zone, and in each e slot a

particular node should be active for communication and performing the ed task.

There are various protocols to avoid congestion in wireless @ike CSMA/CA
0

in IEEE 802.15.4 protocol for CR-WPAN which is used acon enable mode
in [1]. In random way point Mobility model (
(AODV) routing protocol is being used in [1]. Th

Ad-Hoc On Demand

beacon enabled mode has

been used for regulating the active period of
been used in order to share informati r(gjt en different protocol layers which
helps in increasing interlayer inter x his scenario one major issue has been
found i.e. interaction of MAC %t layer operation results in collision as well

as congestion are the majo s in the source packet loss in wireless sensor

» Cross layers terminology has

network. In this researc r, the Radosveta Sokullo and Cagdas Donertas

investigate the r hip between the local contention resolution and end to end

congestion, ased on RWP. These protocols are used to evaluate the node
density, tra ioh buffer size and operation mode on the network performance in
diﬁe% ile scenarios. In this scenario, different mobile nodes take the roll of
i 0

S on sequence routing basis. This process is used for equal distribution of
Qrgy onsumption and enhances the network life time.

< 0.1. IEEE 802.15.4 WPAN

Low power consumption, network flexibility, low cost and low data rate are some of
the important tasks in ad hoc. IEEE 802.15.4 is specially designed for addressing the
LR-WPAN, which is used to provide self organizing functionality among fixed and

moving nodes which generates throughput requirements, which is unable to handle
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the power consumption of heavy protocol stacks. It is used to cover the PHY as well
as MAC LAYER of LR-WPAN. PHY is used to activate and de- activate the radio
transceiver, energy detection (ED), Link quality indication (LQI), Channel selection,

clear channel assessment (CCA) as well as transmitting and receiving packets across

the physical medium. \

Synchronization of different attached devices is done by beacon in order to i &
the personnel area network and to describe the structure of super frame. SLQL) me
S

consists of two periods i.e. active and inactive period. In this scenario the or pode
will be active during the entire duration of the superframe; however, t nd node

will be active for only half of the super frame direction. During e period, nodes

will not interest with pan and can consume low power energ%

3.2, Mobility in WSN @

Mobility in wireless sensor network is an nt*feature which is based on
requirements of different applications. @ect can be characterized by the

movement of various components i.e. nt nature, its speed, direction and rate

of charge can affect the entire opera ifferent nodes. Mobility model describes
the speed as well as location oR@liffer
also be increased due to ility@environment, which enhances coverage area in the
network. Diﬁerentﬁ;n%f mobility environment are fire fighter scenario,

logistics scenariosyand tedical scenarios.

t mobile nodes. Communication capacity can

3.3. 0 y Point Model

Ra
(R \nthetic model for mobility purposes for example in Ad-Hoc Networks.

bdsic element which is used for movement of different nodes. In RWP, each

de moves in a zigzag pattern in a given area where the way-points are uniformly
() istributed.

In RWP the mobile nodes move in a given area without any restriction. To be
specific, the destination, speed and direction and all such attributes are randomly
chosen. RWP was first proposed by Johnson and Maltz and soon it became “bench

mark” mobility model [1].
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Kyoungseokoh, Seok Woo et.al discussed packet collision due to many to one traffic

pattern under heavy traffic loads in [2]. Due to packet collision, extra energy is
consumed which results in loss of energy in the network. In the mentioned research

paper, they have proposed energy efficient MAC protocol. In this protocol, there will

be full sleep cycle at different leaf nodes which helps in minimizing the load on leaf \
nodes in heavy traffic. In such environment, the leaf node goes in to full sleep stat

for one complete cycle, this leads to reduction of packet collision as well as red@

consumption of energy which saves energy at low depth nodes.

However, DMAC protocol that has been used in this paper in order rove the

efficiency as well as consumes energy and latency while g ata in tree
structure. Y
s packet collision as

Many to one scenario in tree structure which may. I@

well as congestion at low depth nodes under h ic environment. However,
sink has the capability to handle low amount ata. In this scenario, the input
data degrades the network performance %r ults in packet collision and loss of

energy. %
The researchers have introduc ep cycle at leaf node [2]. In this scenario, if

the traffic increases, the IVON turn their transceiver into sleep state for one cycle.

In such scenario, ifg@ receWer node receives large amount of data flag, that node

increases its duty 8yclifg, This can be done by taking extra additional active periods.
hen, the duty cycle is 10% sink can have a maximum of 4 receiving

For exampl
states fo\ lefdue to the duty cycle adaptation algorithm of DMAC protocol. In

e the unnecessary energy consumption and to achieve extra energy

ord %
A&t e nodes which are located at leaf of the network turn into sleep state of the

Q me structure for one cycle entirely as shown as in figure 3.1.

C
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| L e Doy Procedure |

Irifal Slesmn St

Sleen Sttt wetd
= met Fraeme

| Sl St For 4| |

ig 3¥;w chart of proposed protocol [2]

Yunlu Liu Q@ proposed Robust Routing Algorithm with Fair Congestion

Control ( - ) algorithm in [3]. This algorithm has been used in order to reduce
the @u on the sink node. Sink is a node to which two or more devices send
a‘time, the challenge is the congestion. RRA-FCC is an algorithm which is

d to control congestion and thereby reserve energy for the network.

‘ Q typical wireless sensor network consists of one or two sink nodes, but new research
techniques now enable to deploy tens to thousands of sink nodes in a region. If we

compare this with Ad- Hoc Network, the following characteristics have been noticed.
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. Limited resources: limited resources include energy processing capacity as

well as memory to store sensed Data.

. Low mobility: the general scenario of WSN includes static nodes however;

there can be very few nodes which can move in the environment.

. Data centric: data sensing is an important feature of WSN. The data hasb&%\

sensed without knowing the I1Ds of which the nodes set the data [3].

In such conditions the scenario can be time driven or event driven. In_b :
congestion on sink node can occur. In such situations, size of the ir has
been kept fixed where nodes will be deployed according to data c‘ ptric mena of

WSN. In this paper, they have divided the sensing area in o SE regions which

result the enhancement of packet transmission and reduag, th . In this scenario,

there will be no storage of routing table. The only t 16h will be known is the
subarea in which that data has been sensed by a parti€ulamarea. Also there will be no

sending of HELLO packets which is used for v ing the path which may help in

preserving the node’s energy. %

3.4 NETWORK MODEL \

In this model the WSN is c@ferent sensor nodes, which are deployed in
ha

a two dimensional regi divided into sub regions with each sensor node
belonging to a sub rggion. §here are sink nodes m>=1 which are used to sense data.

The sensing regiofyis
deployment of the&lnodes and the attributes of collected information. The last one is to
setup th or for each region which is based on distance between it and the sink

nod %g n in figure 3.2. The simulation of this research paper is done by
TP+,

O

ided into many sub regions which are based on geographical

s Tl Ll
N

Am

Fig 3.2: A Special examples of vector setting [3]

28



Chapter-3: Literature Survey

Mac Protocol for Wireless Senor Networks: A survey by llker Demirkol Cem
Erosoy et.al has proposed several MAC protocols for wireless sensor network [4]. It is
used to find the strength and weakness of MAC protocol used by wireless sensor

network.

It has been noticed that by sensing and sending data from one node to another node \
from one node to the cluster head consumes considerable energy as compare &
computation of data by sensor nodes or cluster head. c

3.5.  MAC Layer in WSN

MAC protocol should be designed in a manner that the designerk urvives for

long duration. However MAC protocol is not that efficie e of which the
st

desired topology in the network fails and hence the ngtw
duration. %

0 survive for long

3.5.1. Reasons for wastage of energy:

Controlling energy wastage is a big ile working on MAC layer. Lot of
energy is lost when one node recegi than one packet from different resources
at a time. These results in drop f Second packet so the sender will again send that

packet and will consume energy as it used in sending it for the first time. It
means there transmisgion of\packet consumes a lot of energy.

Another impo son of wastage of energy is “over hearing”. Overhearing is a

process wh ceives extra packets that are not required. It means that the data

has %N ast over the network for one specific node but other nodes also
€ S

r me data as ‘unwanted’ or extra packet.

e third reason of wastage of energy is the result of central pack overhead [4]. This
() n be minimized by using the minimum number of control packets for data

transmission.

Another important reason for wastage of energy is the “idle listening”. It is the
process when the node is listening to a channel when idle that results in increase of

traffic in the network. The last reason is “over meting”. This can be done by sending
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packet to that node which is not ready for intake of the information. The result will be
drop of the packet and extra energy will be required for re transmission of that packet

3.5.2. Definition of MAC Protocol Properties:

In order to design the MAC protocol well, following attributes need to be organized \
so that the network does not face congestion, energy wastage or drop of packets. &

. Energy efficiency C\

. Scalability
. Adaptability

In order to prolong the life time of a network energy effici col need to be
defined which helps the network overcome energy def@

On the other hand network size and density o r the network should be
handled rapidly. In some networks there is Iim%@ lifetime. Newly arrived nodes
and changes in the interference act on the@(ﬁ?i y as well as adaptability. However,

other attributes such as latencygth ut and bandwidth should not be

misunderstood while designing,.w >&wa\sor network.

3.6. MAC LayerPro$

In this section vari&AC AYER protocol has been discussed in [4] which are as

follow: %

36.1. S %«c (S-MAC):
Sy % n and periodic sleep/awake listening schedules depend upon these

@nl ations. Various nodes from different cluster must follow the sleep

e

0 dule. This is the core idea behind SMAC. Another important concept of SMAC is

e division of long message in to small frames and then to send them in the form of

() burst mode. This technique reduces energy consumption.
3.6.2. Wise MAC (W-MAC)

In this protocol all sensor nodes define two channels for communication where one is

the data channel and the other is the control channel. The data channel is controlled by
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TDMA technique whereas the control channel is controlled by CSMA technique [4].
These techniques require signal channel. WISEMAC uses Non-Persistent CSMA
(NP-CSMA) [4] which is used for decreasing idle listening in the network as shown

as in Figure 3.3.

Arrival wait for If medium idle,

right moment  transmit + Q
Source Wait p i \%

R M S A

gl

1

I
vV'

c Tw A
Destination L
%] |4
Wake up, Wake up, Wake up,
medium idie medium idle medium
busy receive
message

lRX B Tx P:Preamble A Hckncwledge]

Fig 3.3: |seMAXconcept [4]

3.6.3. Traffic-Adaptive MAC Pr | AMA):

It is a TDMA based protocol %ases the use of TDMA in the context of

energy efficiency. This pgato [l0ws random allotment of time to different nodes.

It uses high ratio of ep%ue to which less collisions take place in the network

vis-a-vis the CS pratocol.

3.6.4. SIFT;

SIFT pr @sed for event driven sensor network and is used in the network
X has been sensed in the environment. The crucial part of this protocol is

reports based on low latency. If we compare 802.11 MAC protocol with

T, the latter clearly stands out in effectively decreasing latency in the network.

.6.5. DMAC:

DMAC protocol achieves very low latency in the network. Secondly it is an energy

efficient protocol. Low latency is achieved due to assignment of different time slots to

different nodes at leaf which helps in successive data transmission is shown as in
figure 3.4.
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[Fxe]Tx] sieep F"ix['fb
_....

[Rx]Tx] sleep@iﬁ
i
(L] - seen [BEIT) .

Bl

-

More active siols if Data Gatherng Tree
NEcessan

N\
Fig 3.4: Data gathering tree and its DMA(@OH [4]

3.6.6. Timeout-MAC (T-MAC)/DS-MAC

From the above discussion it is clear that gives high latency and low
throughput. This problem has been so v%jn ducing Time-Out MAC (T-MAC)
protocol which is used to increase sults of SMAC under variable traffic.

Further, when there is no oceurrence of an event, it will stop its listening period

immediately up-to a specific “TA”. However DMAC protocol adds some of
its features of dynamic du ing to enhance the short coming of SMAC protocol
with a view to de@e latency as shown as in figure 3.5.

Listen Sleep Listen Listen Lister

o n-—n ,
Q Listkin_l_i,lsten Listen Listen Lister Listen
(9 Pef] 0 0 0 - ]

Fig 3.5: DSMAC duty cycle doubling [4]
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Table 1: Comparison of MAC Protocol:

Fime Comni. Adaptivity
Svnch, Paitern Tvpe i
Needed | Support Changes
S-MAC 7 \\
T-MAC S | No All CSMA Good N\
DSMAC
Wise MAC | No All np-CSMA Good
TRAMA Yes All {I_let;l ;? f Good
SIFT No All CSMA/CA Good
o , . TDMA / ,_
DMAC Yes Convergecast Slotted Aloha Weak

The work of Celal Coken [5] introduc

\‘
Fig 3.6: Comparison of @tol [4]
n

ergy efficient and delay sensitive

centralized MAC protocol for wire S ssnetwor ” in which he proposed a new

TDMA based MAC protocol that‘gesudts
network. In the proposed

energy awareness and reduced delay in a

col wireless sensor nodes conserve energy and

also minimize the duty c%technique and idle listening. In this protocol, when

queue size excee

slots.

_______________________________
Processing Unit
Sensing Linit

tghest threshold value, the cluster head will assign extra time

Processor

Tranceiver
Storage

r

1

1

..‘_: Power Generator :
1

______________ .

Power Llnit

Fig 3.7: General architecture of WSN [5]
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In traditional wireless sensor networks, energy consumption is based on communication
cost and not only on processing. The functions of sensor nodes are receiving, idle-
mode and transmission. The determining factor in energy consumption is the distance
between neighboring nodes; greater the distance between nodes higher the energy
consumed. Following are some important reasons for higher energy consumption by

the nodes:

. Idle listening: Sensor nodes sensing the medium for data throuQ(Q

session.

° Collision: Collision occurs in the network when two no sen a to one
node. i.e. to sink node at the same time.

o Over hearing: When sensor node receives data 'CEIS destined for other
nodes.

. Central packet overhead: Central pa& uld be small in size so that it

requires less energy for transmittipg it.
. Overmitting: When the rece'ﬁ'rwas not ready to accept the data.
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Fig 3.8: The SN MAC layer process Model Algorithm [5]

< QEnergy conservation in wireless sensor Network: A Survey” by Giuseppe Anastasi

et.all has described various protocols and algorithms regarding delay and congestion

in the wireless sensor network in [6]. It identifies limited battery power as the main

issue in wireless sensor network functioning.
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A wireless sensor node is a device which includes following components [6].

. The sensing subsystem

. The processing subsystem

. The memory \

As already discussed, wireless nodes have limited battery power. If deploye A‘m\
environment where recharging of these batteries is difficult or impossible,ce SN

could fail as shown as in figure 3.9. @

R

Remote Sensor
Controller Field Sensor
User MNode

\I

orWetwork Architecture [6]

In this survey paper there n rk consisting of sink node i.e. cluster head and the

rest are the large n er%sor nodes, as shown as in figure 3.9. Communication

with the sink node, is through multi-hop sequence that will avoid congestion and

memory ov%1 . It has also been noticed that transmitting a single bit uses the
f

same am\
[(3]{%
Qz Power Generator j Mobilizer Location Finding System

MCU
ensors 1 ADC Radio

Sensing Subsystem I Subsystem I Subsystem

ergy as required for processing thousands of bits of information

Fig 3.10: Sensor Node Architecture [6]
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The figure 3.10 shows the general architecture of typical wireless sensor nodes.

Mainly it is made of four basic components.

Sensing subsystem

Processing subsystem \
Radio subsystem &
. Power supply unit \
AOS
d

There are three important techniques which are mentioned in [6].

cycling, data driven approach and mobility. Duty cycling technigue when

there is no sensing, the radio transceiver is turned off in order t energy. On the

other hand data driven approach is used when we want ize the amount of

sampled data while keeping the sensing process m C . However, mobility
r

plays an important role while minimizing the ba% due to rapid changing in
location as shown as in figure 3.11.

'

_ % ~
/mf“%ﬂ\‘ l l (12

(=) (= E=E)
rna:wns \\T_‘PL/ : _P‘j/\__"_"f/\s;_aflng

i 6&;’\ Mgesitimia
5 iorecn:li{ng/ Approaches

Fig 3.11: Taxonomy of approaches to energy saving in sensor network [6]
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\
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<
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@pﬂlogy Gontfd\/\- @er Manage_rrh E\
7~ Sleep/MWakeup /MAC F‘rotocolm \
\ Protocols &

Fig 3.12: Taxonomy of Duty Cycling Techniq

\_Low Duty-Cycle_/

Another approach for minimizing use of battery as well ory overflow is the
data compression. This technique is used when us igh ratio of delivery. In
this technique data has been compressed. This ¢ sed data is sent to the sink
node to reduce energy consumption as compare t used in sending large number
of data packets as shown as in figure 3

N

/E_}—ata-d riven\-
Approaches

b

//— B \\ /Energy-eﬁicent

I Data reduction \[Efa Acquisition

N/ N ompession ) N7

Fig 3.13: Taxonomy of data-driven technique to energy conservation [6]

A
\ : /Einetl.-.rork // Data \\ Data Prediction |

‘Connectivity-Driven’ is another technique a periodic awake/sleep schedule exists of
the sensor nodes. However Scheduled Rendezvous Schemes require high level of
synchronization between different sensor nodes. In this scenario when one node is

awake it means all the neighboring nodes are awake at the same time.
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3.7. TDMA Based MAC Protocol

In this technique time slots have been arranged in sequence and assigned to each
frame. This is the most important protocol which increases efficiency in TRAMA

[15]. TRMA is the TDMA based approach which splits the time into two parts i.e.

random access protocols and scheduled access period. %\
While deploying wireless sensor nodes in any physical environment, the assi &

of cluster head is an important task. There are different techniques dis !Cdj [

selecting cluster head in a given network [16] [17] [18].

Different models for assigning of cluster head have been proom important
techniques need to be observed in these models:

. WSN composed of large number of sensor esser count of master
nodes.
. In WSN environment, all the sensEE no deployed to sense external data

and send it to the master node v\ ithout any processing.

. The master node which hag h ttery power as well as memory will collect
data from different e odes and process that data and analyze it for
further usage.

There are differe vantages of cluster head including convergence rate, cluster
stability, awar the location, clusters overlapping, different nodes mobility and

most impor% ng network lifetime [7]. In this research paper a modified WSN
SMOS (Cluster Base Heterogeneous Model for Sensor Network).

mod
Y% i back et.all proposed self adjustable rate control in wireless Body Area
0

in [8]. This model has been used to reduce the rate of congestion as well as

Qv:uation functions.

The algorithm used in this research paper is “reinforcement learning algorithm” [19]
and “vector space model” [20]. Also Node level congestion [21] which increase the
queuing delay as well as buffer overflow, which lead to packet loss in the network.

The packet lost requires extra energy for retransmitting the packet again. However
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Link level congestion [22] results in interference as well as collision. LLC occurs due
to poor management of MAC protocol.

In [9] a simple active congestion control in wireless sensor network by Ying Oiyang,

Fergyran et.al uses the active network (AN) technology, which is utilized for
congestion control. The design of Back Pressure (BP) is used to allocate bandwid \

proportional to the size of trace (ABPS) [9]. This protocol tells the node as &
respond to congestion and while also stabilizing itself after congestion @) as

shown as in fig 3.14(a) (b) below. &
@® @ ) ) O]

q 4
1 3 N 0 13 (13
& - %@ J
A J

Fig 3.14 (a): Disordered traffic in tradition m (b): Many to one traffic pattern in WSN

sl
In order to minimize bat &ere must be a stabilized algorithm which could
give a clear response4o in g congestion as how to avoid it? When receiver gets

more packets fromdifferent resources at the same time, collision between packets and
memory ovegklowgaresnavoidable that result in dropping the packets. This problem is

solved b

In T10 >~%ong Min and Nian Xiao Hong proposed a new solution to enhance
wOrK throughput as well as minimize delay in transmitted data. In order to measure

Q performance criteria of a wireless sensor network it basically uses the life
() xpectancy of the network and the average flow of node with highest load [10]. Life
expectancy shows the total time interval of that node which starts its basic
functioning. On the other hand average flow of the biggest-load nodes is used to

calculate congestion in the network.
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38. CCP

It is an algorithm used in WSN. The working of CCP [23] algorithm is as described. It
puts a large number of nodes to sleep state while ensuring the K coverage and K

connectivity; so CCP algorithm basically deals with connectivity of the network. \

Location of the nodes is of critical importance in the algorithm. %

3.9. SPAN

It is an algorithm used in WSN. This algorithm ensures the exist net)or
connectivity but fails to deal with a network that is pre-configure certain

connectivity level [24].

It is an algorithm used in WSN. This algorithm deal attery life time as well
as communication cost of the specific node [2‘

An effective algorithm has been propose%h als with congestion in the network
in [11]. The algorithm mentioned ¢ig th earch paper describes the congestion
arising on the cluster head. Clu %&h calculates its total weight and then that
weight is sent to neighborin eighboring node then change their data rate as
shown in fig 3.15(a) and 3!

Fig 3.15(a): Node weight propagation [11] 3.15(b): New rate propagation [11]
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3.11. ECODA

ECODA Enhanced congestion detection and avoidance for multiple class of traffic in
sensor networks [12] deals with the energy-efficient congestion. ECODA works on
MAC layer. It has following operations:

. ECODA has cross-layer optimization. This cross layer technique is use t%\
avoid and detect congestion \
o This algorithm uses hop-by-hop implicit back pressure. :' >

. There will be dynamic selection of the queue so that the packet e sensed
out with priority as shown figures below:

-
e

]

-__\__1
i T

L] n
N _ N
\ Fig 3.16: A network topology for discussion [12]
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Fig 3.17: Bottleneck node based source data sendlng oI [12]
Fasik Assegei gives an explicit approach about th zatlon of the Fames
Synchronization of TDMA based WSN in [13] per, nodes are mobile and
due to this mobility factor nodes frequency dri oscnlatlon factor. If there is no

provision taking place then synchronlzat of nodes will be switched off.

Median algorithm and set back;

The median algorithm [1 S as foIIows

. Packets are y the node.

. Each regel &a timer. The receiver records the receiving packet time.

. (ﬁ r ‘1’ evaluate the phase error. To any node j” in the neighbor.

&t(n (n) _t[.n]
| =

= . . j
wake up time of node i & j

(9 Receiver node evaluates the offsets, &i, which is the median of the phase error

gl — -nmd-ian(&tl.:; N, wj

. Receivers adjust their wake-up time by the computed offsets value
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(n+1)
i =

" t:_;?‘l::l 4 Ti[ﬂ.::l o G‘f?l_’:n}?

Where G is the gain factor

Receiving slot va

-

L

S

| Guard Time | Transmitting Time | Guard Time |
. 4 A J
\g 3.19: Guard time of the nodes [13]

Ataul Bari % osed two fine algorithms for the assignment of sensor nodes to
the ¢

irégt tO base station, while second algorithm uses multi-hop scheme for sending

-tiered network in [48]. The first algorithm deals with the sending of
ata“to base station. The investigation of cluster protocol called EECS-M [49], in
q h few nodes plays voluntarily plays a role of cluster head. The node with
() aximum energy as well as near to base station will be the cluster head in the
designed network. This will increase the network efficiency as well as reserve sensor

energy [51], [25] and [53].
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While talking about cluster head, it plays in efficient and effective role in
conservation of energy as well as congestion in the network [50]. One of the major
drawbacks of assigning cluster head in the wireless sensor network is the security. As

the network become more vulnerable to the attacker. To cope with this issue, better
network coverage in high resolution [54], [55] as efficient mechanism is required to \
select cluster head in a network. Guanhua Ye Tarek et.al [56] discussed reliability %

and

high throughput of the network. To achieve these two attributes, a Standard

Control Transmission Protocol (SCTP) using multi-paths has been prop
sharing and load balancing as well as congestion control in the ne
TCP uses same scheme for congestion control [57]. Both are usi ACK, extensions
of TCP [58]. SCTP is a message oriented TP which %

Sequence Number). It shows the sequence of packet s “while parting the

(Transmission

Transport Layer. It helps in keeping track of the tra i cket chunks.

Jian Xiao and Fengqi Yu present a Transmissi ower Control (TPC) in [59]. TPC is
based on Request To Send and Clear To;nd (RFS/CTYS) algorithm in S-MAC. This

algorithm deals with low power RTS, a as well as ACK frames and avoiding

collision and overhearing in t
RTS/CTS is explained in [60]. ver in the implementation of efficient RTS/CTS

is as fallows. Y
. MAC lay ifies the discrete power level of the transmitted frame by the

physi
%nt of RSSI of the received frame is done by physical layer.

& bidirectional link for communication.

extra measurements by the sensor node, it will consume extra time for

by sensor nodes. The mechanism of

chssmg and the leads towards the delay in the network. However, energy will be
() reserved. One of important limitation in the Wireless Sensor Network is sending the
alerts message to base station at the same time. This will leads to collision of packets
in the network which will consume extra energy. The resultant will be the expiration
of network time before its due time. This problem is solved by H-C. Le, H. Guyennet
in [61]. The proposed solution states the dynamical adjustment of access mechanism
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of channel. This mechanism will minimize collision as well as number of contention

times in the network.

Redundancy of data is another important factor in Wireless Sensor Network. While

discussing event driven technique in detail, the sensor node while sensing an external
environment, all the sensor nodes will send same data at the same time. So t \
receiving node will receive redundant data. However, the send nodes will ¢ n&

extra amount of data while sending same data again and again. On the otherghanth, the

sensor node which broadcast data in the network, all the nodes will re %}me
data. Thus, it causes the problem of overhearing. So minimizing re t data as
well overhearing by sensor nodes, Hung-Cuong Le, Hervé Guy.al proposed an

algorithm for energy efficient MAC protocol for event driv Mique [61]. When
h a node pick a time

the node wants to access the channel, it uses CSMA/
slot randomly. If that channel is free, a node will tra
the node will turn its state to silence mode a% ait for a time until the channel

sage. If channel is busy,

became free and node sends its data. Ip=[62],\¢there are different energy wastages

reasons are mentioned, which are: due\ ion, over-hearing, over-mitting, out of

range and idle listening. v
Sensor node has basically (@ting modes, they are: Transmission, Reception,

idle and sleep. MICA [G%asic example whose energy consumption is listed in

below table: &

Energy Consumption (mW)

80

30

0.003
Fig 3.20: MICA Sensor Specification [63]

3.12. Limitations of Existing Relevant Literature

Congestion Control, energy conservation and allocation of Time slots constraints are

not satisfactorily implemented by any protocol and hence there are still deficiencies in
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the said protocols and algorithms, as evident from the above literature survey. CR-
WPAN [1], mentions full sleep cycle at different leaf nodes and DMAC [2]
considered congestion on the sink node, which results in consuming extra energy.
RRA-FCC and time driven or event driven models try to diminish the congestion
problem as well as improve energy conservation in the network in [3]. A new TDMA \
based MAC protocol results in energy awareness and less delay in a network. In_ghi
proposed MAC protocol, the wireless sensor nodes conserve energy an ﬁ\
minimize the duty cycling technique and idle listening. In this protoco x
requires extra time slots from the cluster head, it is done when the quepe.s eeds
the highest threshold value [5]. Distance plays an importanat, rolé\in energy
conservation; greater the distance more energy will be ¢ nd vice-versa.

Important reasons of wastage of energy are idle listeni ISton, over hearing,

central packet overhead and overmitting [5]. Duty nd data-driven technique

[6] step ahead to cover the aforementioned thr but improvement is still

on in the network. CCP [23],

required in allocation of time slots to avoid%

SPAN [24], HEED [25], ECODA [12] a rotocols used to avoid congestion, but
their use does not avoid delay in n . Hence a new hybrid protocol “TS-
TDMA” has been used to effecgiv %nvent all these limitations.

3.13. Objectivesin Pro? lution:
Energy efficiency, &ng tion control in mobile WSN is really a fascinating area

with great pot@qtighNof research. Comprehensive literature survey reveals that the
mentione help in conserving energy as well as in avoiding congestion in
the e . As wireless sensor nodes are powered by batteries they should be

u&%‘ manner with optimal utilization of the available power and high quality
Its.*Therefore ensuring energy conservation by every node in the network is the
ortant constraint factor in the designing of MAC protocol. Hence incorporation of

< ; nergy Efficiency with Congestion Control is the prime consideration and

distinguished objective of our proposed algorithm.
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CHAPTER -4

PROPOSED SOLUTION

4.1. Tradeoff Management \

The exchange of commodities among different factors in Wireless Sensor Ne&
has its own worth. The scenario of WSN becomes more crucial when thergsis\¢los
;rc@

relation between different entities. The entities may include energ

congestion control and delay in the network. These entities must emost

consideration in designing any protocol or network of wireless nodes. Energy

Efficient Congestion Control in WSN cannot be ignored ww sing energy as
a

well as delay. When congestion arises in a network, it cau y as well as requires
extra energy in order to re-transmit the same amoun the network.
For this purpose, we have proposed a pro% -TDMA (Shared Time-Time

Division Multiple Access Protocol) to ieve Bpth energy conservation as well as
congestion avoidance in the net N llows the customized time sharing
technique among different mo \%. The simulation results of ST-TDMA
illustrate its efficiency as @c ievement of a non-congested network with
minimal delay.

4.2.  Proposed &n
4.2.1. Ove@
First, \bile nodes will organize themselves against their cluster head.

meént of time slots to different mobile nodes in the cluster is the next step

ecially for data sensing and sending it to neighboring nodes as well as cluster head.
()00 cope with this issue, our proposed algorithm consists of the following modules.

o Organizing the mobile nodes.
. Assignment of time slots to different mobile nodes.
. Sharing of assigned time slots among neighboring nodes.
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. Sensing and transmission of sensed data within given time slots to avoid
congestion on cluster head.

nodes

nodeb o noded

o

Cluster head \
node 7 0 ONI}dE3 &

O o
noded node2
nodel @
Fig 4.1: A Zone: Cluster Head surrounded des
Reference Fig 4.1 above. Consider a centralized network; v articular node
S

(node 1) is assigned 3 time slots to send information. n a zone either have

information to send or they have no data to share with ster head. In case it has

no information to send at all, it will generate an a e cluster head accordingly.

In case node 1 on time t; (i=0, 1, 2... n) broad alert about lack of information

to share, the succeeding mobile node ift®back their time slots to rest of the
nodes by a factor of two. Hence t XQ ts will move in the zone unless some
other node uses them.

Let T represent time slot then

If (a node hagrno d

Then &
t > @ster head
%d - shiftback T of other nodes by a factor of i, ti+
C\) (T of nodey) — (ti+1+ ti+2)
airpstrategies are available under the umbrella of SEEC to cope with the delay

oduced due to freeing up of allocated Timeslots called Time Allocation Leister
QT L) strategy and Load Based Allocation (LBA) strategy.

() LBA is purely based on ST-TDMA method of time slot allocation. The three-fold
nature of TAL strategy manipulates the effects arising out of mobile nodes joining
and leaving the zone. The three prongs of TAL are: Extricated Time Allocation
(ETA), Shift Back Time Allocation (SBTA) and eScaped Time Allocation (STA).
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Time freeing up by the sensor node due to the absence of sensing in a scenario, where
a mobile entering the zone and there is no mobile entering the zone is handled by
ETA. SBTA conduces the time released due to the node leaving the zone in the same
scenario as of ETA. STA presents the solution of allocation of free time slots in a

scenario where one node is leaving the zone and other node has no data to sense as

shown as in figure. &

A
1
i n4 will shift back its\ime slots by the
: By using slot (T1) among its allotted factor ghlgav £>lots
i time slots, it then broadcast its leaving status
1
: Free|slots of left node
i
i
i
i
i
o |
1
g4
o !
z !
I
03
i
1
i
2
1
|
i
1
I

% Fig 4.2: A typical SBTA working
In OU%N, e have two zones i-e Zonel and Zone2 surrounded by mobile nodes.
I

C node will communicate with its cluster head. A mobile node, when
n its current zone due to its mobility factor will first acknowledge its cluster

cad and will broadcast its time slots in the entire cluster head. On the other hand, a
()Qewly arrived node while entering its neighboring cluster will first broadcast its
arrival and will wait for some time so that the cluster head may give time slots with

the help of ST-TDMA newly designed protocol as shown in figure 4.3.
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Join request
rejected

—~"~._ Pass
’/f\—'h' [oF: o~ Listen the network Wwhispering
{ uthenticaton ~. L5l @ NeTWOo Spennd

Zone 1

\Fail

- ~

b ~ Process _—~"anq 4 o
5 ~ - nd then update the CH vath its armval 3%
~ ~. -~
o e s
< ~
o (=
% -
-
% Come back to zone 1 o
S — @
™~ o
o | Come backto zone 2 (&
< (=
2 £
® Join request b
Q < 3
2 rejected o
< (=3

Zone 2 p— =

= \"\__
Pass e
Listan the|network whispenng _~  Authentication “\,_)
A o the TTIrse Process -
and then update the CH with its arnval ~~__ o
\“‘-_\ _,//_
.
_Allotted the imeslots through STOMA

The innovative technique of ‘S

controlling both these traffic c

A J
Fig 4.3: A typical working of Allo%me Slots Based on STDMA

%\hybrid-protocol’ is a useful remedy for
ions, as follows:

The STDMA uses ique of statistical measurement of the data load and

energy re ents on each mobile node, thereby helping the mobile nodes
e receiver without NLC. The mobile nodes share information

spective unique ID, packet load, energy level and location with

abodt theh
%tl Cluster Head;
\U ng the feedback from the nodes and the TDMA technique, the Cluster

\3
O

Head assigns time slot to different mobile nodes;

ST-TDMA (Shared Time-TDMA) is our new innovative technique that helps
the mobile nodes share their allotted time-slots among themselves depending
on whether a mobile node has sensed any data or not. Cluster Head remains

the coordinator as shown as in figure.
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O Cluster Head
O Mobile Sensor Nodes

Fig 4.4: Assignment of Cluster Head along with mobile sensor n >

In addition to these, our proposed algorithm also deals with energyafeservgtion due to
%ﬂ of time slots

sharing of time slots among neighboring mobile nodes. Thegssi
n%ﬁ

due to their location and battery life lead to conservation s well as provides

efficient network which has the following attributes,

Time Manager (TM). v%

. Nodes Location Manager (NLM)

. Power Manager (PM). V\

. Efficiency (E). $
4.3. Statement of Go%

ive applications and sensor environment services owe much

Development of impo
to the advaa imthe technology today. Optimal energy utilization in WSN, TS-

yrotocol becomes one of the best alternatives with the following

TDMA/

0@

Q he collecting of load and energy information through STDMA is an efficient
Q and low cost job.

() . The Hybrid Protocol “ST-TDMA” when combines together for allocation of
timeslots to different mobile nodes in the zone as per there need and
geographical location. Also the sharing of timeslots amongst different mobile

nodes in the same zone is used to prevent data loss and also saves energy.
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CHAPTER -5

SIMULATION REQUIREMENTS

5.1. Introduction \
NS (Network Simulator) is simulator which is used for designing any network as %

as for research aspect in network (wire and wireless). NS provides su t

simulation of TCP, Routing and Multicast Protocols. a)

This user manual provides different steps for installation of NS-2.3 S-2.31

runs best on LUNIX platform, but can also be installed O@OWS XP using

cygwim.

\s
5.2.  Version @
This documentation is based on the following %

- pre-release2 of the wimax model devel@%
-ns-2.29/ns-2.30/ns-2.31 \

5.3. Installation of NS-@&M

5.3.1 Download and Ins

First, we download\the ns-2 all-in-one file [54.4 MB].

$ wget h\% .sourceforge.net/sourceforge/nsnam/ns-allinone-2.31.tar.gz

No to install and upgrade your system in order to install NS. Follow the
QI;) ing steps. Open the terminal and type the following line.
0 stido apt-get install build-essential autoconf automake libxmu-dev
() The prompt will ask you to install dependant files and upgrade your system. Do
whatever you are asking to do. It will take some time depending upon your interest

speed. Remember! You have to restart after upgrading your system

Then write in terminal,
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$ tar -xzvf ns-allinone-2.31.tar.gz

$cd ns-allinone-2.31

Then before installation of NS2.34, if you want to use NAM then you will also need

to fix a bug. Failure to do so, will give the following error when NAM is run.

[code omitted because of length] %\
> no event type or button # or keysym &
while executing C—>

"bind Listbox {
%W yview scroll [expr {- (%D / 120) * 4}] units

Q
invoked from within

"if {[tk windowingsystem] eq "classic" || [tk windowjn g "aqua"}{
bind Listbox {

%W yview scroll [expr {- (%D)}] units v
} e,
bind Li..." v\

There are two patches to sol blem from
http://bugs.gentoo.or /sh(wq.cgi?id:225999
Make the correcti &oth les as
First in file g%nericltk.h

n in

NOT, N
bg& e rest of the lines are to remain untouched.

d
efine VirtualEvent  (LASTEvent)

dicates the line to be deleted, and “+” sign indicates the lines to

< -#define ActivateNotify  (LASTEvent + 1)

-#define DeactivateNotify (LASTEvent + 2)

-#define MouseWheelEvent  (LASTEvent + 3)
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-#define TK_LASTEVENT  (LASTEvent + 4)

+#define VirtualEvent  (MappingNotify + 1)

+#define ActivateNotify  (MappingNotify + 2)

+#define DeactivateNotify (MappingNotify + 3) %\
+#define MouseWheelEvent  (MappingNotify + 4) Q
+#define TK_LASTEVENT  (MappingNotify + 5) C—)
#define MouseWheelMask (1L << 28)

#define ActivateMask (1L << 29) @

#define VirtualEventMask (1L << 30) @

-#tdefine TK_LASTEVENT  (LASTEvent + 4) \2\

Secondly, in file tk8.4.18/generic/tkBind. v

/* ColormapNotify */ COLORM P$

[* ClientMessage */ 0,

[* MappingNotify */«v

+#ifdef GenerigEv

+/* Genﬁ\%‘ 0,
+®%

QirtualEvent */ VIRTUAL,
< Q‘ Activate */ ACTIVATE,
/* Deactivate */ ACTIVATE,

At this stage, you will be ready to install NS-2.34
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$cd ns-allinone-2.31

$./install

Now update Environmental Variables
$ gedit ~/.bashrc

add the following code to the end of the file. Remember replace “/your/path” by the \
folder where you have to store the extracted files of ns-2.34. %

#LD_LIBRARY_PATH c Q

OTCL_LIB=/home/adeel/ns-allinone-2.31/otcl-1.13
NS2_LIB=/home/adeel/ns-allinone-2.31/lib

X11 LIB=/usr/X11R6/lib
USR_LOCAL_LIB=/usr/local/lib

export LD_LIBRARY_PATH=$LD_LIBRARY_PATH:$OT E:$NSZ_LIB:$X11_
LIB:$USR_LOCAL _LIB
# TCL_LIBRARY %

es.

TCL_LIB=/home/adeel/ns-allinone-2.31/tel8.4.14{library

USR_LIB=/usr/lib

export TCL_LIBRARY=$TCL LI :&@B

# PATH

-2.31/bin:/home/adeel/

XGRAPH=/home/adeel/n in
ns-allinone-2.31/tcl8@.14/ufix:/home/adeel/ns-allinone-2.31/tk8.4.14/unix

I
NS=/home/adeel/nssallihgne-2.31/ns-2.31/
NAM=/home’adedl{ns-allinone-2.31/nam-1.13/
PATH=$\' GRAPH:$NS:$NAM
%OU have changed the environmental variables, they are not active yet.
%s, u need to either restart your computer or run the following command

(9 source ~/.bashrc

If it gives some error for unknown or invalid paths, you will need to recheck the paths

given for each library.

Note: The previous step is important; else you cannot successfully run ns-2.
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(Alternatively, you may have to restart your X-windows, i-e logout, and then login, or

restart your computer.)

Now, the installation has been completed. Try:

$ns \
The "%" symbol appears on the screen. Type "exit" to quit. &s
5.3.2. Validation C—J\

To run the ns validation suite:

$cd ns-2.31

Q
X
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CHAPTER -6

RESULTS AND DISCUSSION

6.1 Results and Discussion

For performance evaluation of our proposed algorithm, SEEC, Network Sim (@
(NS-2.27) is used. In our previous chapter (chapter 4), Figure 4.1, Figure 4. &

4.3 and Figure 4.4 demonstrating the basic working of our proposed SEE

In our simulation, we have considered energy consumption per node r, per

Cluster Head, Message Interval Time (MIT) in Low Traffic LTRY and High

Traffic Load (HTR), Latency in LTR and HTR, Delay in LT@ and a Hybrid

Protocol of MAC and 802.11n, which influence overall n rkgefticiency.

The following table shows the basic configuration, of Qursimulation.

Type Sultypes
Channel Type D!ireless

Radio Propagation

TwoRayGround

MAC Type v\\ 802.11 and 802.11n

Interface Queue Ty,

PriQueue

Link Layer Ty LL

Omni Antenna

100
obile Nodes 50
ting Protocol AODV
X,Y Dimension of Topography 1000*1000
Energy Value 15 Joules

Table 6.1: Simulation Parameters
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For manipulation of research parameters, we have used GNUPLOT function for trace

file. VVarious snap shots of our research simulations are given below:
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Fig 6§QI ment of Mobile Sensor Nodes
As shown in F® simulation was carried out in NS-2.27, in which 50 mobile
erelde

yed in x and y coordinates. In this all the mobile sensor nodes

sensor node
will sens@ send it either to the neighboring mobile nodes (if any) or to their
Cm{@.

\{
O
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In the above figure, all the

AV

re are 2 clusters, each with 25 mobile sensor nodes.

Before sensing any data,
cluster head to for
STDMA. In thi

Fig 6.3: Arrangement of M%W in Cluster (Cluster Formation)
e

or nodes arranged themselves into a cluster.

&

\{
O
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Figure 6.4 shows all the sor nodes busy in sensing data. Here TDMA
technique will be applied%e help of cluster head. The mobile sensor nodes first
sense data and th %rd t to cluster head. The mobile sensor nodes will use ST-
TDMA techni are the time slots assigned by the cluster head. Time Allocation

Leister (TAL)#Strategy and Load Based Allocation (LBA) strategy are the main
mec er SEEC to cope with the delay introduced due to freeing up of

sy St
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Fig 6.5: Sensi % mission of sensed data

In the above figure, the dita ing sensed by mobile sensor nodes in Cluster 2 and

then it is received by the ¢ head. If a node in Cluster 1 wants to send data to the
Cluster Head 2,

another clustet.

ter will drop the data packets since they are coming from
ly, if a node from Cluster 1 physically moves to Cluster 2, the

I"still be dropped until the newly entered node has been assigned

data sen i
tim he Cluster Head 2. The three prongs of TAL are: Extricated Time
AN% (ETA), Shift Back Time Allocation (SBTA) and eScaped Time Allocation

A)
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& Fgure 6.6: End of the simulation
Fig 6.6 shows eqd ofth

e Simulation.
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The following comparison graphs have been obtained by using GNUPLOT in NS-

2.27.

6.1.1 Message Interval Time (MIT):

& R
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\ .
\wig 6.7: Calculating Message Interval Time (MIT)
Tﬁ%%epicts energy levels obtained both with-periodic-sleep-state as well as
h

periodic-sleep-state. We have considered low traffic load in this scenario. It

Q out:
be noticed that the nodes which are in without-periodic-sleep-state consume much
more energy as compared to those which follow the sequence of periodic-sleep-state,

in low traffic load. It can be concluded that while deploying mobile sensor nodes in

any environment to calculate MIT in low traffic load situations, the best technique is

to employ nodes that follow periodic-sleep-state with ST-TDMA.
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6.1.2 Energy Level of Mobile Sensor Nodes

8 Gnuplot/{wirdow id: 0) mEn
Blgraqally?

10 T T T T

T
ASMAC With Periodic Sleep —+—
ASMAC Without Periodic Sleep ——

Energy Consumption () in each source node

1 | | | | |

2 4 6 8 10
Message Inter Amival Time (S)
| 972364, 0275551
4
Fig 6.8; aIClR;energy level at every mobile sensor node.
The graph i 8 illustrates that with simultaneous employment of periodic-

sleep-sta -TDMA techniques (as against the traditional TDMA technique)
indiv@des consume much less energy. A node with-periodic-sleep-state (red

li reserves it energy much longer (starting with 4.5 Joules) within its own time

. If the mobile node has no data to sense, it will broadcast this message for its

eighboring nodes to shift back their time slot and start further communication with

() the cluster head. This helps the idle mobile node to preserve its energy during free
time and consume its total energy over a longer period of time. This technique,
therefore, considerably enhances the overall Efficiency of the network. On the other

hand, nodes in without-periodic-sleep-state suffer from sudden and abrupt changes of

energy level (green line) leading to quick exhaustion of their energy stores.
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6.1.3 Latency under Low Traffic Load (LTR)

Gnuplot (window id : 0) < [2][X
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9 Calculated Latency under Low Traffic Load (LTR)

Int %&aph, we have calculated latency under LTR. In our main scenario there
f 0

in idle state. The nodes which constantly send and receive data start with

h latency because of delay factor. On the other hand the nodes which are in sleep
Qate have low latency because they do not receive or transmit data. The resultant

() latency calculated under periodic sleep state is the average of latency values of active
and idle nodes, and will be represent the overall Network Latency.
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6.1.4 Latency under High Traffic Load (HTR)
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Fig 6 &qulated Latency under High Traffic Load (HTR)

In figure 6.% ve calculated latency under HTR. In our main scenario the nodes
in idl mes no energy. The nodes which constantly send and receive data
star h latency because of delay factor. On the other hand the nodes which are
ﬁ state have low latency because they do not receive or transmit data. The

Q Itant latency calculated under periodic sleep state is the average of latency values
< f active and idle nodes, and will be represent the overall Network Latency.
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6.1.5 Comparison of Delay under LTR and HTR:

u Gnuplot =X
0k ' ; ' E Low Traffic Load —or— ]
High Traffic Load
f ok
f 0 F
f 0 -
Lo /
1 1 1 1 1
10 2 30 40 50
Hessage Inter Arrival Tine
51,7730, 48,2656 ‘ _
Fig 6.11: Delay%%)n among 50 mobile sensor nodes under LTR and HTR.
In the above fi , we have calculated delay in all 50 nodes using GNUPLOT

functj \ ults have been fetched from trace file of our main scenario. While
calctla e delay, our newly proposed protocol i.e. ST-TDMA less delay resides
r BTR as compared to HTR; meaning that the ST-TDMA protocol works better

<:Ze
0 r LTR than the HTR.
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6.1.6 802.11n energy level:

Gnuplot (window id : 0) =X

Lk z#@@aa y?

6 T T T T T T

T o —
Received Energy —«—
Listening State —#—
Energy Status —&—
Sleep State —&—

5 Idle State

Energy Status of IEEE 802.11n
w

0

1 2 3 4 5 6 7 8 9
Energy Consumption on Node 0 (Acquator)(Message Inter Arrival Time)

\I
'%gy of 802.11n (Back End)
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We have implemented 8 n
energy level. All t&)‘de ave 15 Joule energy; within that energy they have to
h

communicate thr out the entire session. From the above graph it is apparent that

7.14617, -0.503006

Fig 6.12: Cal

the CH while"rec@lying data consumes 4.1 Joules of energy and in the listening mode
consumegx‘rul of energy. Transmitting of data consumes 2 Joule of energy under
pro -TDMA. The total energy consumed throughout the session can be

ted”as follows:

0 sumed energy = Total Energy - Sum of energy in all states

Q Ce=Te-Ts

Ce=15]-9.2]
Ce=5.8J

C. is the level of energy consumption of our entire scenario.
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6.1.7 Message Inter Arrival Time (MIAT):

Gnuplot (window id : 0) e
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Fig 6.13: E@}sumption on SMAC (MIAT)

Figure 6.13 shows the energy consumption of SMAC and MIAT. The nodes in sleep
state consume 2.58Joules of energy. Nodes which are in idle state consume 1.3 Joules
n listening state consume 1.3 Joules of energy. The nodes which

of energy.
transmit X‘co me 3.1 Joules of energy. The nodes which receive data consume

2.4 energy. The resultant energy of SMAC and MIAT throughout the
Q0 can be calculated as follows:

=Ess+ E s+ Ete+ Ere
ec=25J+13J+3.1)J+2.4)

Tec=9.3J

So total energy consumed throughout the session will be:

Ce=Te- Tec

Ce=15J-9.3J

Ce=5.7 Joule
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6.1.8 Calculated Delay in our Hybrid Network:

Gnuplot (window id : 0)
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This gragh 'sh e delay in 802.11n and SMAC. In SMAC protocol and IEEE
congiderable amount of delay has been found; combining these two

olSNIn our network significantly reduces this delay. Hence packets will be

eived with much shorter delay as compared to the said protocols individually.

TDMA consumes less Energy, has average Latency and high Efficiency, which helps

() ence we can prove from the above graph that Hybrid Network along with ST-

in the prolonging the network life time without delay and congestion.
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Chapter-7: Conclusion

CHAPTER -7

CONCLUSION

7.1 Conclusion:

congestion control, latency, delay and energy wastage in WSN. We ha

In our research work we have discussed various available techniques rega&%\
al

implemented the innovative technique of ST-TDMA hybrid-protoc
congestion, reduce both delay and the resultant energy defici : ndly,

allocation of time slots and sharing of time slots amongst differ obrle nodes and
load balancing technique helps in minimizing memory W extra energy
Qe?

wastage. The synergistic mating of ST-TDMA strate up with reduced
energy consumption, effective and efficient time all @sening communication
delay between node and the cluster head, sagaCi ORgestion control. We have
implemented our work on mobile sensor nm?’g ifferent sub-areas with static

cluster head. We have seen its resu t%i plementation on NS-2.27 and for
deriving graphs GNUPLOT functio x made use of. ST-TDMA algorithm has
been found to be the most suited\soltition to deal with major bottlenecks in WSN
communication i.e. congesti tency, energy wastage, delay on mobile nodes and

cluster heads and ow«lle%y of the network.

7.2 Future W :

Our fut e% cludes the energy wastage due to memory overloading in
decer%&ne ork in mobile sensor network. More-over, Node Level Security

( cogbined with Load Balancing Algorithm to form a Hybrid Protocol.

yLBA: Predictive and Dynamic Load Balancing Algorithm in Secure Mobile
< ireless Sensor Network”
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