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Abstract

The use of IoT devices is expanding every day in today’s environment. An in-

teroperable protocol like AMQP is essential for supporting multiple IoT use cases and

interconnecting IoT devices from different providers. Many IoT applications are sensi-

tive to delays, which researchers are working to avoid as much as possible. One of the

main sources of the delay is the underlying transport layer protocol, such as TCP or UDP.

TCP is more reliable than UDP, although it is slower due to the three-way handshake and

the use of TLS for security. QUIC, a new transport layer protocol developed by the In-

ternet Engineering Task Force, combines the finest aspects of UDP and TCP to provide

quick and reliable communication. We used the Go programming language to implement

AMQP over QUIC to reduce latency and improve battery life. The Docker tool was used

to containerize the AMQP Broker, Sender, and Receiver implementations, and various

scenarios were tested in the NS3 simulator. The performance of AMQP over TCP and

AMQP over QUIC has been evaluated using variables such as Delay, Packet Loss, and

Channel Bandwidth. In addition, the battery usage has been calculated. With the excep-

tion of low bandwidth conditions, where AMQP over QUIC takes longer to communicate

than AMQP over TCP, the results show that AMQP over QUIC outperforms AMQP over

TCP in all cases.
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CHAPTER 1

INTRODUCTION

This chapter presents an overview of the Internet of Things (IoT) and its char-

acteristics. It also gives an overview of the protocols that are utilised in IoTs, as well

as the significance of latency. Finally, and most importantly, the research’s scope

and objective are determined.

1.1 Introduction to IoT

The Internet of Things (IoT) refers to objects that are connected to the in-

ternet. IoTs do not have a single universal or standard definition. These gadgets

have an embedded system that collects data, processes it, and sends it to other de-

vices. The communication with the internet is the only distinction between IoTs

and wireless sensor networks. Wireless sensor networks are not directly connected

to the internet, whereas IoT devices are. Instead, the sensors are connected to the

central node, also known as the Cluster Head, which is then connected to the inter-

net. The goal of the Internet of Things is to connect relatively inept items, like as

temperature sensors, to the internet. Mostly IoTs have limited resources in terms

of storage, computation, battery etc. [1] provides a more comprehensive definition

of IoT, encompassing both physical and virtual things which can be identified and

connected to the internet. IoTs have many use cases like smart cities, smart grids,

telemetry, smart manufacturing, smart agriculture etc. These devices can be densely

deployed and their number is very huge i.e. in billions. According to a study carried
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by CISCO [2] number of devices connected to IP are expected to reach 29.3 billion

up from 18.4 billion in 2018, which will more than three folds of global human

population.

1.2 Characteristics of IoT devices

ITU-T Y-2060 recommendations[1] identifies four fundamental characteris-

tics of IoT devices which are as under:

1.2.1 Inter-connectivity

Inter connectivity is the core requirement for IoT devices and this characteris-

tic differentiate IoT from wireless sensor network. The devices need to be connected

to the internet so that they remain accessible at all time from all the locations.

1.2.2 Enormous scale

IoT devices are everywhere and their number is very huge which is ever in-

creasing. Therefore, the networks need to be established to accommodate such huge

number of devices. The capacity need to be built and more IPs need to made avail-

able i.e. shift from IPV4 to IPV6 is imminent.

1.2.3 Heterogeneity

IoT devices are manufactured by many different vendors and unfortunately

no specific standard is being followed due to which devices differ to a great ex-

tend. Moreover, there are different use cases of IoT devices which completely have

different sets of requirements. For instance, remote surgery, industrial manufactur-

ing, autonomous vehicles etc. are very sensitive to delay and very high precision is

required. On the other side, temperature sensing device for weather forecasts etc.

does not have such stringent requirements. Capabilities of the devices also differ,

depending on their use case. Few have limited battery resources, while other do

2



not have any such constraints, hence, heterogeneity pertaining to capabilities of the

devices, the way these devices communicate and transport data is at higher end.

1.2.4 Dynamic change

The main purpose of IoT devices is to gather data from the surroundings,

which is changing from time to time. Therefore, the IoT devices also need to adapt

to these changes like changing states from connected mode to sleeping mode and

vice versa. Moreover, the requirements may change as new devices get connected

to the internet, generating new insights. Hence, dynamic change is the prime char-

acteristic of IoTs.

1.3 IoT Protocols

IoT use cases have different requirements, therefore, a single application layer

protocol does not fit for all. Consequently, there are many application level proto-

cols currently being used, a few of which are as under:

• Message Queuing Telemetry Transport (MQTT)

• Constrained Application protocol (CoAP)

• Extensible Messaging and Presence Protocol (XMPP)

• Advanced Message Queuing Protocol (AMQP)

These protocols have their own advantages and disadvantages due to which

selecting a specific protocol for IoT device is a challenge [3]. Authors in [4] present

comprehensive overview of different IoT protocols along with strengths and weak-

ness of each, which can be helpful in choosing the desired protocol for a particular

use case. However, there is a dire need for having an interoperable and extensible

protocol to cater for heterogeneity and adopting to the evolving new use cases of

IoTs. Keeping these requirements in view, XMPP and AMQP standout from rest of
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the protocols. XMPP does not provide any QoS and encoding is text based, whereas

AMQP provides three level of QoS and supports binary encoding.

1.4 Latency

Latency is an important parameter for many IoT use cases and researchers are

working to find out ways to reduce it as much as possible. Researchers in [5] studied

the performance of MQTT broker in smart city scenario and showed that latency is

impacted by bandwidth and hardware resources. One of the factors introducing de-

lay in communication is the underlying transport protocol like TCP (Transmission

Control Protocol) and UDP (User datagram Protocol). TCP uses three-way hand-

shake for establishing connections and depends on TLS for security due to which

additional delay occurs. Although TCP provide reliable communication yet it is

slow. Moreover, it faces issues like head of line blocking, half open connections

etc. A detailed discussion on the issues being faced by TCP in IoT scenario are

presented in [6]. On the other hand, UDP provides quick but unreliable communi-

cation which is not desirable in many IoT scenarios. Recently a new protocol [7],

QUIC has been standardization at IETF whose aim is to combine the good qualities

of both UDP and TCP so that quick and reliable communication can be realized.

Moreover, QUIC can solve various problems being faced by TCP like head of line

blocking, half open connections, sending keep alive messages for maintaining es-

tablished connections etc. which will be very beneficial for IoT scenarios.

1.5 Research Significance

The prime purpose of this research was to reduce delay in communication and

prolong battery life of the device. More specifically the below mentioned research

questions were to be addressed:

1. How to achieve quick and reliable communication in IoT devices?
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2. How to prolong battery life of IoT devices while ensuring reliable transmis-

sion of data?

We transported AMQP over QUIC protocol to address the aforementioned re-

search questions. We chose AMQP because it is an interoperable and extendable

protocol that would handle interconnectivity in a heterogeneous IoT environment.

Using QUIC instead of TCP, on the other hand, lowered communication time be-

cause cryptographic and transport parameters could be exchanged between client

and server in a single QUIC handshake. As a result, communication time was sig-

nificantly reduced. Furthermore, because the communication time was shortened,

QUIC assisted in extending the battery life of IoT devices.
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