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Abstract

The stock market is known for its non-liner, unpredictable and dynamic nature. It has
always been a hot and profitable place to learn. In the area of financial forecasting and fore-
casting, in-depth course applications have been shown to improve accuracy and yield better
results. Machine learning-based stock prediction allows to forecast a company’s stock value
in the future. The whole point of stock market forecasting is to generate revenue. In this
project we have used Long-Short Term Memory architecture for analysis and development
of a stock exchange predictor. The suggested approach is thorough since it incorporates
stock market data pre-processing and specialized reading algorithm to forecast stock mar-
ket prices. Our goal is to use an effective prediction model and produce accurate results
with a very low percentage of error.
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Chapter 1

Introduction

1.1 Project background and overview

The stock market is a marketplace for investors to purchase and sell investments, such as
stocks, which are ownership shares in a public corporation. When people want to buy
stocks, they will usually buy them online through the stock market. Securities exchanges
play a significant part to play in the accomplishment of trade and the general soundness of
an economy. Stock exchanges can be found in all global financial institutions that control
markets and create indicators where traders can be exposed for the purpose of bringing
financial growth to their investment value. In the case of stock trading, the stock market
is a place where stock prices are defined and where supply and demand can play in both
primary and secondary markets. Healthy market levels can suggest significant investment
in a sector or economy, and market prices are typically considered as a measure of business
and investor optimism.
A stock market is simply a virtual marketplace where asset buyers and sellers are gathered
to exchange standardized share instruments. Stock exchanges administer stock markets
by accepting applications from public firms to list their shares for public sale. To become
recorded, organizations should meet broad qualifying limits, intended to protect merchants,
and guarantee a degree of standardization in shares across the market. Stock markets allow
companies to access private equity funds, which can be used to finance business growth and
development, or to purchase new assets. Businesses would be limited in the operations they
could fund if they didn’t have access to private investment, and hence would consequently
not be able to really profit by the value in their organization. Likewise, stock exchanges make
it achievable for entrepreneurs to eventually cash out their situations for benefit, by selling
their portions in the open market. For people and dealers, stock exchanges additionally
play a significant part to play as these permit brokers to produce a profit from their capital
to such an extent that it is advantageous for funding to be put resources into the financial
sectors. This dual functionality makes it important for both organizations and retailers as
a way of teaching about capital course.
Our aim is to provide a solution for problem mentioned above. We have developed web
application that predicts the trend of the stock exchange. The major goal of this web
application is to fulfill the user’s wishes and provide a better predicting environment for the
user to work in effective way, so they can save money and invest more effectively. The most
usual method to buy and sell stocks in the stock market is through stock trading, which
involves buyers and sellers meeting to establish the trade’s value. You can buy shares from
existing investors who want to sell them, and vice versa, through a stockbroker. A stock
market’s goal is to make it easier for buyers and sellers to trade assets, hence lowering the
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2 CHAPTER 1. INTRODUCTION

risks of investing. So, a stock market can be considered as a super-sophisticated market
providing a linkage between buyers and sellers.

Figure 1.1: Stock Market Overview

1.2 Problem Description

Since a long time, people who wanted to invest in stock market have to go to brokers for
interment in stock exchange. The brokers would notice the trends of stock markets and
they would advise their clients that in which company’s shares they should invest and when
to buy or sale them. By this way, the investors had to totally rely on the broker and his
advice. But nowadays when everything is online and transparent people can see the market
and share prices and they can now buy shares directly. They can make their account on
stock exchange market and link that to their bank accounts. This way they do not have to
go to the broker and that concept is now changed. However, people are unable to predict
the market trends and most of the times face huge loss.

1.3 Project Objectives

The stock market is extremely tough to predict for anyone. Many people desire to invest in
the stock market, but they don’t know where to start. Countless people invest on their own
and end up losing a lot of money. If an effective algorithm can be developed to anticipate a
short-term price for each stock, the level of investment and business prospects in the stock
market may increase. The primary goal of this project is to provide an automated intelligent
system to predict the stock market trends.

1.4 Project Scope

The “Stock Exchange predictor” is a web-based application that will assist the user in pre-
dicting the stock market’s trends. It will assist the user in predicting the stock/share trends
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of KSE-100. The KSE 100 Index is meant to track the performance of the top 100 market
capitalization companies in this industry. The essential goal of the KSE100 list is to have
a benchmark by which the stock value execution can measure up over the period of time.
In particular, the KSE 100 is intended to give investors a feeling of how the Pakistan value
market is performing. Thus, KSE100 is identical to other indicators that measure different
aspects of Pakistan’s economy, such as the gross national product, consumer price index,
and so on.
Free-Float computation can be utilized to build stock records for good market portrayal
over those built based on overall market capitalization of organizations. Free-Float means
it is the proportion of a company’s total shares that are readily available for trading on the
Stock Exchange. It typically excludes shares held by controlling directors, sponsors, and
promoters, as well as government and other locked-in shares that are not available for trade
in the regular course of business. It gives weight for constituent organizations according to
their genuine liquidity on the lookout and is unaffected by closely owned large-cap compa-
nies.
During market hours, costs of the Index scrips at which exchanges are executed, are conse-

Figure 1.2: Free-float Calculation

quently utilized by the trading computers to compute the KSE100 Index and provides real
time information to all trading workstations connected to the PSX trading computers.
User can also predict the individual company shares. User will be able to predict the vari-
ations in the stock market. User can register himself and it will be verified by the Admin.
Admin will be able to display all the Stock information on the web-portal. Admin can
modify the user’s information. Admin would be able to control all the information of the
stock.
The application also has the capability to generate graphs, histogram, crystal clear reports
of all the stock which can be exported to pdf or csv etc.

1.5 Information about the Stock Market

1.5.1 Stocks

The equity of a stock of the company is represented by the equity of its stockholders. In
relation to the total number of shares, a single share of stock indicates fractional ownership of
the company. Shares are made up of a corporation’s stock. The amount of them is mentioned
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at the time when the company is formed. The shareholders can allow the company to sell
more shares of the company. In some of the cases, each stock has a declared value, and it
reflects its value on the on the balance record of the company.

1.5.2 Shares of a Stock

A share of stock is a unit of ownership in the company. The number of shares decides how
large the piece of possession in a company you have. If a company wants to divide the profit
among its owners, it will be divided according to the number of shares a person owns. The
owner of the shares has a documented stock certificate that ensures that ownership of the
stock. If there is some voting in a company it will be dependent upon how many shares a
voter owns.

1.5.3 Stock Market

The stock market is a marketplace for buying, selling, and issuing stocks. It is the gathering
of stock buyers and sellers who represent ownership claims on companies. Most of the time,
include securities listed on a public stock exchange as but can also be traded privately.
Stock markets provide capital to companies which they can use to support and grow their
firms. If a company issues a hundred shares of stock for $1000 each, the company will have
a hundred thousand dollars to spend in its business. The stock market allows investors to
participate in the profits of publicly listed businesses.

1.5.4 Stock Market Prediction

The process of attempting to anticipate the future value of a company’s shares is known as
stock market prediction.

1.5.5 Shareholders

Any individual, firm, or organization that possesses a stock in a company is known as
shareholder. If the company does well and succeeds, shareholders usually get stated profits.
In most companies’ shareholders get right to vote on matters such as elections to the board
of directors, the right to access the assets of a firm during its liquidation etc.

1.6 ML Classifiers employed for forecasting data

1.6.1 Artificial Neural Networks

Artificial neural networks (ANN’s) are an area of artificial intelligence that is based on brain
and nervous system research. In a network, nodes are grouped into layers, that begins with
an input layer and ends with an output layer. Signals are transmitted (propagated) thru the
connected nodes as they examine from previous reports and try to lessen prediction mistakes.
As the system attempts to enhance its performance, the weights for signals between linked
nodes are adjusted.
Investigating models is how neural networks are taught. Every model comprises known
data and outcomes, producing a weighted probability link between the two that is kept in
the net’s information architecture. When training a neural network from a given sample,
the difference between the network’s processed output prediction and a target output is
usually determined. It is an error. By using error and learning technique, the network
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then adjusts its weighted association. And with each iteration the neural network’s output
will get increasingly like the intended output. When enough changes have been made to
predetermined criteria, the training will come to an end. In addition to the whole dataset,
ANN can also provide an output result based on a sample of data.

Figure 1.3: ANN Diagram

1.6.2 Decision Trees

Decision Trees (DTs) are a supervised learning method that is non-parametric. They are
applied in the classification and regression of data. This is used to forecast a response to
a data set. Decision Tree is one of the easiest classification algorithms to understand and
interpret. The decision tree algorithm can be used for solving regression and classification
problems too. The goal is to create a training model that can use to predict the class or
value of the target variable by learning simple decision rules deduced from prior training
data. Decision trees sort the instances along the tree from the root to a leaf node and the
leaf node assigns classification to the example. Both root and record attributes are com-
pared with each other. By following the results of comparisons, we jump to the next node
by following the branch associated with that value.
Based on the target variable, there are two main varieties of decision trees. One is categor-
ical variable decision trees, and the other is continuous variable decision trees.
In a categorical variable decision tree categorical targets variables are grouped into cate-
gories whereas in continuous variable decision tree is a continuous target variable decision
tree.
The advantages of decision trees are it is easily understandable and easy to decipher. They
can deal with problems with many outputs. The disadvantage of decision trees is it can pro-
duce trees that are too complicated. They are also very unstable like a very small change
in data might produce very different results.
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Figure 1.4: Decision Tree

1.6.3 Support Vector Machine

Support Vector Machines (SVM) will be used for predicting stock price. It’s a supervised
machine learning method that can handle both classification and regression problems. It is
also referred to as a hybrid model. It is usually used to solve classification problems. SVM
has become quite popular amongst other techniques because of its capacity to cope with
complex nonlinear patterns.
It’s a supervised learning technique that maximizes geometric margins while reducing clas-

Figure 1.5: Support Vector Machine

sification error. That is why is also called maximum margin classifier. In a high-dimensional
featured space, a maximum separating hyper plane is generated. On both sides of the hyper-
plane, there are two parallel hyper planes that divide the data. SVM classification is immune
to outliers due to a feature that allows it to ignore outliers and identify the hyper-plane with
the greatest margin.
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Figure 1.6: ML Algorithms Flow

1.6.4 LSTM

The full form of LSTM is Long Short-term Memory. The LSTM architecture is a type of
artificial neural network that is used in deep learning. Unlike traditional forward feed neural
networks, the LSTM incorporates feedback connections as well. It can handle individual
data points as well as full data sequences. Long-range dependencies are difficult to capture

Figure 1.7: LSTM representation

with traditional recurrent neural networks. It indicates that if the data set is too large and
there are several RNNs, a vanishing gradient problem may occur. This problem arises when
the gradient decreases exponentially as it transmits down the layer while training a very
deep neural network. The issue is that on some occasions, the gradient will be so minor that
the weight will be unable to change its value and in the worst-case scenario, the neural net-
work’s ability to learn will be entirely disabled. This issue is very familiar in exceptionally
deep neural networks. As a result, LSTM was developed to address the vanishing gradient
problem in RNNs.
Long short-term memory is an alteration to RNNs hidden layer as it can remember RNN
weights and inputs for a long time. Additional gates have been used to control which hidden
cell information is exported as output and to the next hidden state. It is able to capture
long range dependencies. There are total 3 gates in LSTM. Forget gate, Input gate and
Output gate. The Forget gate deletes information from the cell state that is no longer valu-
able. Extra information is added to the cell state by Input gate. Output gate keeps track of
previous inputs, and it decides hidden state’s next value The LSTM mechanism has allowed
the network to learn when to forget, ignore, or store information in memory cells.
For sequential models, LSTM is a popular deep learning algorithm. Two very famous exam-
ple of LSTM are Apple’s Siri and Google voice search. LSTM is the success story for those
algorithms. Starting off with apple in 2003. Apple was the first large IT firm to integrate
a smart assistance that is Siri into an operating system and the Siri was a by-product of
some other company. Therefore, Siri was a company’s adoption of a standalone application
that was been purchased along with the creators who made it. It was in 2010. The initial
reviews about Siri were that Siri was intense but after some time the users became more
impatient with the failings and all too often it wrongly interpreted commands. And then
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Figure 1.8: LSTM Unit Structure

no matter what you do there was no fix for it. It was at this time that Apple switched to
a neural-based voice recognition algorithm for Siri. Some of the previous technique remain
operational like applying hidden Markov models but most of the time you know DNN or
deep neural network using LSTM was used. Even though users did not find any changes on
the outside but from within it was a supercharged deep learning model.
Google also implemented LSTM. Google implemented google voice search somewhere around
2009. Google voice transcription has initially used something called as gaussian matrix
model. This was nothing but an acoustic model and it was considered to be a state-of-
the-art speech recognition for almost 30 plus years. It was in 2012 when there was a huge
growth in deep neural network and when google implemented deep neural network using
multiple layer networks there was a huge performance gap, but things really improved when
recurrent neural network especially with LSTM RNN first launched on an android speech
recognition in May 2012. Compared to deep neural network LSTM Rnn’s have additional
recurrent connections and memory cell that allows them to remember the previous data.

1.7 Comparative Analysis

Many analysts in past have conducted studies comparing different models and their results.
This study aims to find the most effective predictive model for time series, with less errors
and higher accuracy in the predictions. The results are measured by the root mean square
error (RMSE) method. Hence referring to that Dr Vaibhav Kumar, who holds a PhD
degree in the area of Deep Learning for Stock Market Prediction, published an article in
which LSTM was compared with Arima model. On the dataset, predictions were generated,
and LSTM outperformed Arima.

Table 1.1: RMSE Results

RMSE with LSTM 29.923716650748005

RMSE with Arima 72.640563493789940

Another analysis was performed by Dr John McCrae and Sai Krishna Lakshmi Narayanan.
They conducted a comparative study of SVM and LSTM Algorithms for Stock Market Pre-
diction at the National University of Ireland Galway. LSTM outperformed SVM in this case
as well.
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Table 1.2: RMSE Results w.r.t LSTM and SVM

RMSE with LSTM 399.39900

RMSE with SVM 682.63000

Dr John McCrae and Sai Krishna Lakshminarayanan conducted a comparative study
of SVM and LSTM Algorithms for Stock Market Prediction at the National University of
Ireland Galway [6].
LSTM outperformed SVM in this case as well.



Chapter 2

Literature Review

2.1 History of Stock Markets

In today’s global economy, stock exchanges are amongst the most prominent feature. For
economic growth, countries throughout the world depend on stock markets. The first real
stock exchanges were not established prior to the 1500s. The first stock market of the world
is usually associated in the past to Belgium. Despite this, must be often assumed that
Antwerp possessed the first stock exchange system of the world. Antwerp was the business
capital of Belgium and was also home to the powerful Van der Beurze family. Consequently,
Beurzen was the first stock exchange.
Stocks were one thing that all of these marketplaces lacked. Even while the architecture
was like stock exchanges at that moment, nobody was in fact trading company’s shares.
Government and individual debt were instead managed by the markets.
East India Company is the first publicly recognized traded company of the word. In 1602,
shares on the Amsterdam stock exchange was issued by the Dutch East India company.
Stocks as well as bonds were received by Shareholders. Respectively all shareholder was
authorized to a certain proportion of the profit of East India Company.
The Stock Exchange of London was established in 1801. This is because companies were
not authorized to provide shares prior to the 1825, there was a very restricted trading. The
NYSE began trading shares on its inaugural day and quickly grew to become the world’s
most powerful exchange. The London Stock Exchange operated Europe whereas the New
York Stock Exchange operated the United States and the whole world.
On 18th September 1947, Pakistan Stock Exchange (PSX) was established. Only five com-
panies were listed at first, and the KSE 50 index was the first index introduced. Trading was
done using an open outcry technique until 2002, when automated trading was introduced.
In October 1970, another stock exchange was built in Lahore. In October 1989, another
stock exchange named “Islamabad Stock Exchange” was built in Islamabad. Its primary
aim was to provide a trading infrastructure, data system, skillful resources, availability, and
a fair marketplace to compete with the best as well as provide the requirements of less
developed areas of Pakistan such as Northern areas.
All three Pakistani exchanges have their own trading interfaces, indices, management, and
so on, and so had no common linkages. There was a conflict of interest among the investors
as a result of this. As a result, in 2016, all three exchanges were combined, and the Pakistan
Stock Exchange was born (PSX). Up till June 2021 there are 552 companies listed in PSX
with a market valuation of almost 8,000 billion Pakistani rupees.

10
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2.2 Studies to Analyze Stock Markets

Machine learning approaches for predictive systems have been introduced into financial mar-
kets as a result of computational advances. This contains studies that are primarily relied
on long short-term memory (LSTM) and support vector machines (SVMs) to forecast stock
market movements. SVMs are a one-dimensional model that can be used to address both
classification and regression issues. This technique employs supervised learning. The Long
Short-Term Memory (LSTM) is an architecture of recurrent neural network (RNN) that
addresses linear problems. It is a domain of deep learning.

The LSTM, according to M.Roondiwala [9], is the most prevalent RNN design. LSTM
establishes a processing device mainly known as memory cell that exchanges traditional ar-
tificial neurons in the secret network layer. Therefore, networks can efficiently connect
memory and input and make it appropriate to actively take data array through time with
a high predictive limit. This prediction can also be executed on the shares of NIFTY50, as
indicated in a particular article.

Manoj S Hegde [7] researched if LSTM which is type of RNN, able to solve very com-
plicated linear problems, and whether RNN (Recurrent Neural Networks) can be used to
forecast stock values.
Tao Xing and Yuan Sun [12] proposed a model that takes into account a company’s
history equity share price and uses an RNN approach called LSTM. This suggested method
takes into consideration a share’s past data and applies prediction to a certain attribute.
Shares have an opening price, a day high, a day low, a prior day price, a close price, and a
trading date. The proposed model forecasts a share price over a period of time by analyzing
time series data.

In Zbikowski (2015) [4] study, the author utilized SVM and an independent variable
selection procedure within technical stock market indicators. The goal of this study was to
see if a customized Support Vector Machine classifier could be utilized efficiently to forecast
short-term stock market patterns. The writers analyzed data of each day to come up with
a price estimate for two days. They looked at the stock market’s performance and hence
evaluate classifiers.
Ballings (2015) [2] study was for evaluating more than one classifier for stock price di-
rection prediction. Different classifiers are utilized to forecast the direction of a stock of
company for coming years. The authors of this study matched the outcomes of these clas-
sifiers to join methods, such as Random Forests, Kernel factory and Ada Boost. These
ensemble procedures used several classifiers, most importantly utilized the similar algo-
rithms, consequently in different classifications.
Another unique study was done by Schumacher and Chen (2009) [10]. SVM was used
in conjunction with textual analysis in that study to look at the consequence of news sto-
ries about the prices of stock. They developed a statistical Procedures that uses machine
learning for the study of financial news by combining different word-based representations
such as Bag of Words and Named entities etc.



Chapter 3

Requirement Specifications

3.1 Existing System

In the past, some traditional statistical tools have been used to predict the trends of
stocks such as ARIMA (Autoregressive Integrated Moving Average), GARCH (Gener-
alized Autoregressive Conditional Heteroskedasticity). ARIMA makes their prediction
linearly whereas GARCH tend to cluster. These previous traditional statistical methods
consequently made a huge impact on non -linear attributes of financial time series. Now-a-
days these statistical methods have been replaced with Machine learning techniques such as
LSTM (Long Short-Term Memory) and SVM (Support vector Machine). These techniques
have proven to be more suitable for stock market prediction. In stock market prediction,
time series are the econometric methods that are used to predict the prospective trends of
stock based on previous history.
Pros of time series:

• Identify patterns.

• Helps to clean data.

• Predicts the future values.

Cons of time series:

• Training time is comparatively expensive.

• It is sensitive to various initializations of random weights.

3.2 Proposed System

Proposed can easily fill the flaws and resolve the problems. Proposed system is LSTM (Long
Short-Term Memory), supervised learning algorithms used for classification, regression and
outliers detection. In these supervised learning algorithms, data is labeled. It can solve
linear and non-linear problems. Pros of LSTM are as follows:

• Needs a lot of data.

• There are no prerequisites like stationary, no level shifts.

• Uses neural networks to model non-linear functions.

12
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3.3 Requirement Specifications

As mentioned above that existing systems have some flaws. That’s why we use proposed
system which is Long Short-Term Memory. As we know that, in time series forecasting,
ARIMA (autoregressive integrated moving average) model has been most conventional
linear model. It does not support nonlinear patterns. On the contrary, LSTM purposes
methodology which is non- linear model. Support vector machines (SVMs) also used to
solve nonlinear prediction problems. Therefore, LSTM model is much better than ARIMA
model in terms of predicting stock trends and produce much better accuracy and results.
Functional requirement:

• The system should be able to make an approximate price of shares.

• The system should collect accurate data from the stock market website in consistent
manner.

• Using Time series analysis, user can also look previous data information of the stocks.

Non-Functional Requirement:

• The accuracy of the system should be better.

• The system should have user friendly interface.

• In short amount of time, the system should perform effectively

3.4 Use Case Diagram

Figure 3.1: Use Case Diagram



Chapter 4

Design

4.1 System Architecture

The system operates on .CSV file, which have a record of all the attributes of stock exchange
data. With the above acknowledgement, data preprocessing is performed and refined to
predict an information that is closed for desired future date. The CSV files are taken from
Kaggle website. Once the complete understanding is available, it catered for the LSTM
algorithm to perform stock market prediction and gave a complete visual of data by using
python. After that, this prediction of financing is partitioned into time scales such as months,
days, hours etc. and, consumer will give appropriate feedback of the prediction.

Figure 4.1: Client Server Architecture diagram of proposed system

4.1.1 System Context Diagram

Figure 4.2: System Context Diagram

14
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4.1.2 Flow Chart for the proposed flow of events

Figure 4.3: System Flow Chart

4.2 Front End development tool

We have used flutter as our front-end developing tool.

4.2.1 Front End User interfaces

A Sign in page is the first thing a person sees when they open an application. If a user
does not already have an account, he should create one. For that he must go for Sign up.
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To verify credentials, the system utilizes Firebase Authenticator. Hence it is not possible
for a user to enter an incorrect email address; otherwise, an error will occur. It will also
verify if the entered password is of normal standards or not. Weather sign in or sign up the
application allows a user to login.
After Login application proceeds and it take you to the next page. On the next page a

Figure 4.4: Sign In page

Figure 4.5: Sign up page

user enters company’s name. Against that company name an API request is generated and
it works on backend. It uses data set in the LSTM model and thus it gives output in image
form. API gives response to the application in the image form of Base64 string format. The
application then converts the string and displays the results.
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Figure 4.6: Search page

Figure 4.7: Resultant Page



Chapter 5

System Implementation

In this chapter Model Implementation starts from experimental setup to its evaluation on
test set is discussed. Following is the detail.

5.1 Environment and Tools

The Python programming language is utilized to complete this project. Google Colab En-
vironment was used to prepare and test the specified Model. It is like the Jupyter notebook
inside the cloud environment, and it controls all setup configurations. Colab is a free-to-use
cloud-based notebook environment. It offers capabilities that allow you to modify documents
in the same manner as Google Docs allows you to. Colab provides support for many pop-
ular and high-level machine learning libraries. and can be loaded into your notebook rapidly.

5.1.1 Optimizer

Adam Optimizer is used with default initial learning rate and weight decay. Adam (lr=0.001,
decay=0.9).

5.1.2 Loss Function

Mean Squared Error (MSE) is used as loss function in all Models. Below formula that is
used to calculate Loss Function MSE which explains the mean square difference between
true value and Predicted value divided by total number of values.

L(y, ŷ) =
1

N

N∑
i = 0

(y − ŷi)
2

where,

y= true value
ŷ = Predictedvalue

N= total number of data points

5.1.3 Data Set Overview

A data set was required for the implementation of this project. A data set from Disney Land,
USA was used for this purpose. Yahoo Finance provided a CSV file for download. Yahoo

18
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Finance is a unit of the Yahoo network of media properties. It offers stock quotations, press
announcements, financial reports, and original material, as well as financial news, data, and
opinion.
We wanted to transform an array of values into a dataset matrix after receiving the csv file.
This was since arrays are incapable of making predictions, hence it was necessary in the
matrix.

5.1.4 Dataset Overview

A data set was required for the implementation of this project. A data set from Disney Land,
USA was used for this purpose. Yahoo Finance provided a CSV file for download. Yahoo
Finance is a unit of the Yahoo network of media properties. It offers stock quotations, press
announcements, financial reports, and original material, as well as financial news, data, and
opinion.
We wanted to transform an array of values into a dataset matrix after receiving the csv file.
This was since arrays are incapable of making predictions, hence it was necessary in the
matrix.
To ensure that the findings are repeatable, a random seed is applied. In other words,

Figure 5.1: create dataset

utilizing this argument ensures that anyone running your code again would obtain the same
results. Following that, the dataset is loaded.
In the network, closed values (column [5]) are used because there are only 5 columns

Figure 5.2: read dataset

in dataset. The range of values is normalized (0,1). Normalization is a data preparation
method used often in machine learning. This is a technique for translating numerical column
numbers into databases in the same scale without distorting the range of values obliterating
information. For this algorithm to correctly model the data, it must be normalized.
Then the data is divided into training and testing sets, with 50% each. The implementation
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is done with Keras-Tensorflow.
The LSTM network has 1 output layer (1 dense layer) and 25 hidden neurons. LSTM

Figure 5.3: Train model

network includes hidden: 25 neurons, 1 input layer, 1 output layer, dropout is 0.1, optimizer
is Adam, batch size is 240, timestep are 240 and 1000 epochs.

• Input layer is made of artificial input neurons and brings the primary data into the
system for artificial neurons to process in subsequent layers.‘

• Output layer is the last layer of neurons in an artificial neural network generates the
program’s outputs.

• Hidden Layers’ purpose is to extract features from the input data and utilize them to
link a given input with the proper output.

• Optimizers are procedures used for decreasing an error function (loss function) or im-
proving production efficiency. They are math functions that are based on the learnable
factors of a model, like Biases and Weights. Optimizers helps to minimize losses by
deciding how to change the weights of neural network.

• Dropout is a method for stop overfitting in a model. In each training phase of the
training phase, Dropout works by setting the output edges of the hidden units into
zero.

• Time Steps are time ticks. It refers to the length of each of your samples in terms of
time.
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• The number of samples in a batch is known as batch size. They must be processed
before the model can be updated.

• Epoch is a unit of time required to train a neural network for a single cycle utilising
all of the training data.

We specify 0.1 for the Dropout layers, which means that 10% of the layers will be reduced.
After that, we add the Dense layer. After that, we use the popular Adam optimizer to
assemble our model and set the loss to mean squared error.
The following is training weights using 25 epochs. And after that the model is saved to

Figure 5.4: create LSTM network

file.
Following that, the model will be loaded and utilized to create predictions. Predicted and

Figure 5.5: Summary of Model

actual values will be included in the output results.
The plot file will have both real and predicted data.
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Figure 5.6: Prediction



Chapter 6

System Performance Evaluation

6.1 LSTM Model

The LSTM model which is implemented in this project is as following.

Figure 6.1: LSTM Model

6.2 Model Scores

Following are the test results secured during training and testing of the model

23
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TRAIN SCORE TEST SCORE

0.93 RMSE 12.41 RMSE

Test Prices:
Test Predictions:
[[28.589241]
[28.697668]
[28.931154]
...
[78.23565 ]
[77.91422 ]
[78.16686 ]]
Accuracy: Almost 80% Accuracy was obtained during training and testing process. In

Figure 6.2: Comparison Between Predicted and Test Price

this graph red line represents prediction in test data whereas blue line represents actual
price.

Figure 6.3: Graph Plot
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6.3 Evaluation Measure

For model evaluation, RMSE has been calculated for all models with same parameters so
that we can select the best model under same environment

1. Epochs are 1000

2. Batch size is 32

3. No. of Neurons are 25

4. Verbose is 1

6.4 Results in File

The predicted results are stored in a csv file. The name of the file is “lstmresult.csv”

Figure 6.4: Resultant CSV file



Chapter 7

Conclusion

Predicting a stock market is very difficult due to its highly volatile behaviour. In our
project, we created an artificial intelligence-based stock exchange forecasting architecture
using LSTM for time series forecasting. To do so, we used a dataset from Yahoo Finance
to evaluate our model and to extract features and hidden patterns to improve the LSTM’s
design. Regardless the limitations of our exploration, for example a small dataset and
the sheer unpredictability of the stock market, we tested and validated that our model’s
forecasting estimates are fairly accurate and near to the actual values. Despite the minimal
data we had, we were able to train the LSTM to rather decent results. We employed
Flutter using API to construct our front end such that the user could forecast value. The
prediction will become even more accurate if the model is trained with a bigger number of
data sets.
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