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Abstract 

In recent years, the use of Artificial Intelligence (AI) has grown exponentially. However, there is 

a concern regarding the misuse of this technology. This malicious use of AI is commonly known 

as adversarial AI which cannot just affect the countries with the financial loss but also increasing 

the cyber-crimes ratio. This research focuses on the impacts of adversarial AI on EU’s cyber 

security policies and also provide arguments on Why the EU can learn from UK and China. EU 

has been taken as a case study. The major focus of the research is to find gaps that is causing 

rapidly increasing attacks in EU since 2007. Additionally, The research reveals potential threats 

of adversarial AI for EU and focuses cyber security policies of EU and to understand the 

adversarial AI framework. The research has emphasized that threats caused by adversarial AI, 

role of adversarial AI and its impact on EU’s AI policies towards cyber security. The findings in 

research and attacks reflects that the EU AI policies need rethinking. Mentioned China and UK’s 

AI policies are quite beneficial in terms of enhancement of AI policies of EU towards cyber 

security. This research analyze how EU can utilize UK and China’s AI and cyber security polices 

as potential model. The research is qualitative in nature and deductive approach has been 

applied.  
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1. Introduction 

The time period from 1940 to 1960 is known as the invention of technological development and 

its after effects. At that time Europe was in political chaos during World War II. Although it was 

a difficult time for Europe, technological developments were going on for dominating rivals. The 

desire of bringing together human mind, animals and machine was rising for security purposes. 

The rapid advancement of technology was coming up with advantages as well as disadvantages. 

The facilitation of technology, for instance, shifting the data from papers to softwares was 

facilitating the world likewise it was increasing cyber-crimes as well. At that time the pioneer of 

cybernetics Norbert Wiener aimed to unify electronics, mathematical theory and automation.1 

Cybernetics is defined as the control and communication in the animal and machine.2 In the 

business, machines are dependent on artificial intelligence. Advanced mechanics and science 

have been very well known. Such a machine is ordinarily known as a cyborg. Cyborg is an entity 

that has both artificial and natural frameworks. This sort of life form can be viewed as an 

automatic human-machine that utilize sensor, computerized reasoning and feedback control 

frameworks. 

John Von Neumann and Alan Turing are known as fathers of the Artificial Intelligence 

technology in 1950 and they made the progress from Pentium Computers to nineteenth century 

decimal rationale (which accordingly managed values from 0 to 9) and machines to paired 

rationale (which depend on Boolean variable-based math, managing pretty much significant 

chains of 0 or 1).3 They realized that the machine is capable of doing tasks as per given command 

(programming). Turing test (human are unable to know whether they are dealing with machines 

or human being) on the other hand raised many questions as it highlights that the humans should 

be able to know whether they are talking to a fellow human or machine. Not knowing with 

whom communication is going was concern of many scholars and scientists and this concern was 

highlighted in many of the articles.  The term "AI" can be credited to John McCarthy of 

Massachusetts Institute of Technology (MIT).4 He programmed machines in a way that those can 

perform better and efficient than human beings for instance, perceptual learning, memory 
                                                           
1 Ertel, Wolfgang. Introduction to artificial intelligence. Springer, 2018. 96 
2 Lepskiy and Vladimir, "Evolution of Cybernetics: Philosophical and Methodological Analysis, Kybernetes, 2018. 
3 John Smith, “‘History of Artificial Intelligence,’” Council Of Europe, 2021, https://www.coe.int/en/web/artificial-
intelligence/history-of-ai. 
4 Seto, Mae L., ed. Marine robot autonomy. Springer Science & Business Media, 2012. 


