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Abstract

An extraordinary video title describes the most notable occasion compactly and
catches the watcher’s consideration.The Talk shows have manually generated titles and
may be the title of video is not matched with the content of video. Due to incorrect titles or
the content mismatch mostly the views are less.This research study proposes a technique
for title generation. This research study propose a technique for generating the title using
NLP, and Deep learning techniques. The lda2vec and Long Short term memory are used
to generate the titles of talk shows. We have compared the performance of LSTM model
with lda2vec model.The proposed technique is validated on Custom dataset and all the
news dataset and reported good results.The LSTM model generate good title as compare
to Lda2vec model. The LSTM model acheives higher accuarcy as compare to lda2vec
model if we increase the number of epochs to train the model.
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CHAPTER 1

INTRODUCTION

1.1 Introduction

Sentences of every language contains different part of speech according to their
grammatical structure. English language sentences consist of eight parts of speech i.e.
noun, pronouns, verbs, adverbs, adjectives, preposition, conjunction and interjection [1].
POS tagging is the process of assigning the tags to words with their respective part-of
speech. Part of speech tagging is the main problem in natural language processing to tag
the word correctly. POS tagger use in various problems like text generation, titling of
text and speech recognition. Various research studies were conducted for POS tagging
in offline documents as well as in YouTube videos where different techniques were em-
ployed in order to improve the accuracy. Due to lack of standard benchmark of talk shows
this area could not gain the attention of research community. Discussion videos of talk
shows do not provide the title, so if the listener wants to listen the specific news he has
no idea whether it is included in the discussion or not. So to overcome this problem, our
proposed method will generate title for that videos. The latent dirichlet allocation finds
out the topics and word probability of every word from topic occurring in the document
then we train the shallow neural network for word embedding. The LDA model considers
the likelihood circulation of driving conduct in the driving example and accepts driving
practices as free factor by utilizing the measurable technique for driving behavior words
in driving information [2].We give the topic and highest probability words of every topic
to one layer of shallow neural network and then they give the vector of that number. Find-
ing the cosine similarity between the vectors of numbers to and sum of the mean of cosine
similarity of ever topic vector and ranked them. The highest ranked topic vector is given
as a title of that recorded videos.A large number of various news reports from various
channels are introduced to us. In [3] they use LDA technique n to decide which news be-
long to huge news features headlines gathered from news destinations. Many researches
use part of speech tagging to tag the words as noun, verb and adverb then use these words
applying LDA and other techniques to generate the title. If POS do not tag the word
correctly then ultimately the generated title is not correct.In [4]the issue of grammatical
feature labeling in the area of ungrammatical expressions solved. They investigate the
quality of existing grammatical feature taggers, at that point propose and assess conceiv-
able improvements through the incorporation of ungrammatical POS tagged sentences
into the preparation text corpus. Through part of speech tagging many approaches are
used to improve accuracy[5]. The First approach is rule based approach which is based
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on non-automatic approach. So, therefore its very time consuming approach. The other
approach is stochastic approach, by using this approach the accuracy is lesser than rule
based approach. In our proposed model we use the recurrent neural network word2vec
technique to generate the title of videos. In this study, we will not use POS tagging be-
cause the accuracy of generating the title of videos is affected if the POS not tag the
words correctly.In the space of text similarity, corpus-based methodology has overcome
the fundamental issue in Natural language processing, accomplishing human-competitive
accuracy.unfortunately, a large portion of the past text similarity didn’t consider the im-
planting significance behind the words. Embedding meaning is amazingly helpful when
managing documents have a similar length but use different words[6]. So to overcome
this problem, we use latent Dirichlet allocation and word2vec to generate the title. We
will compare the performance of traditional NLP techniques with deep learning technique
(RNN-LSTM).

1.2 Problem Description and objectives

The Talk shows have manually generated titles and videos is suggested based on
a title of a video. The problem is a mismatch of title with the contents of talks shows,
after watching complete video may be the title of video is not related with the content of
video. This research focuses an effective technique for title generation. This study will
significantly contribute to resolve the problem. The objective of this research study cov-
ers two major parts i.e. custom development of data from recorded talk shows discussion
as well to propose an effective methodology for title generation of the talk shows using
LSTM and LDA2vec techniques. To highlight the effectiveness of LSTM for title gener-
ation over traditional approaches i.e. LDA2vec. We will employed LSTM model and will
compare their performance with LDA2vec model.

1.3 Research Contribution

To develop a custom dataset from talk shows and will make it public for research
community in order to extend the research in this domain. Secondly, we have used the
LSTM a Deep Learning technique to generate the titles automatically after extracted the
text from talk shows.

1.4 Thesis Organization

The thesis is organized as follows.Chapter 2 presents a discussion on the related
work that has been done for title generation.Chapter 3 introduces the data set preparation
and proposed methodology of the present study. Chapter 4 presents a comprehensive
discussion of results. Conclusion and perspectives are presented in chapter 5.
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CHAPTER 2

RELATED WORK

2.1 Introduction

A lot of work has been done in the field of titling the text. The work has been done
by using part of speech tagging and latent dirichlet allocation and many other techniques.
There are various methods to generate the title using part of speech tagger and Latent
dirichlet allocation. In [7] they uses different techniques to tag the words using part of
speech tagging but it requires more training and no one model generate the tag correctly.
But the first article [8] using word2vec and recurrent neural network for Turkish lan-
guage to generate the title. Our propose model generate the title of videos of talk shows
in English language by using latent Dirichlet allocation+word2vec and RNN-LSTM to
generate the title.

2.2 Text summarization

Text information are accessible as a large document. seeing huge content records
and removing significant data out of now is the time consuming assignments. summa-
rized text will have decreased size when contrasted with original one. In [9] they have
attempted to highlight significant methods for removing significant data from a given text
with the assistance of topic modeling, key expression extraction and summary genera-
tion.Automatic text summarization decrease the number of texts without losing any infor-
mation and help you to perceive the meaning of the text. Automatic text summarization
has two methodologies: extractive methodology and abstractive methodology. The ex-
tractive methodology is a strategy that removes significant words or significant sentences
from text as indicated by a scoring system. The extractive methodology has limitations.
Initially, created theoretical comprises of sentences in an original text and the sentence
can’t be short regardless of whether it incorporates repetitive articulations.Second, when
the extractive methodology extract words from original text, it is difficult to build a char-
acteristic sentence from the extracted words. Then again, the abstractive methodology
is a technique that produces abstracts from original text.In Abstractive summarization,
the first content gets changed over into another more justifiable semantic structure to
get a shorter summary of original content document.In [10] examines abstractive content
summarization procedures and features the parametric assessment of these procedures.
The methodology can produce a dynamic abstract but it needs progressively normal lan-
guage handling strategies content to develop a theoretical and it includes some unsolved
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issues[11]. Now a days the automatic generative text summarization is acknowledged
with a neural network motivated from machine translation.

2.3 Title Generation Approaches

To make a title for a document is a difficult task. To produce a title for a verbally
expressed record turns out more challenging because we need to manage word errors and
ambiguities created by speech recognition.[12] In [13] depicts a novel way to produce
the title for Hindi stories, article or section consequently. They executed a framework
which is sufficiently skilled to propose proper titles that are applicable to the story. By
using POS tagging they generate the title of Hindi story.The six different title generation
approaches are

2.3.1 Naive Bayes approach with restricted vocabulary

It attempts to capture the relationship between the words in the original document
and the words of the title[12]. For every word of document, it tallies the event of title
word same as document word and apply the measurements to the test reports for creat-
ing titles.In [14] document classification is achieved by Naive Bayes approach which is
the method of machine learning. . These reports, which incorporated financial, health,
sports,magazine news and political were basically exposed to explicit pre-handling steps
and then trained. The model got from the preparation procedure was utilized in the testing
procedure and successful results were achieved.

2.3.2 Naive Bayes approach with full vocabulary

It relaxes the limitation in the previous methodology and checks all the word-title-
word sets.Document classification was utilizing by Naive Bayes approach which is one
of the machine learning strategies [14]. A sum of 1150 archives were utilized for the
training process and the n-gram used for feature extraction technique. Turkish documents
were utilized during the preparation and testing stage and the results of the classification
procedure was assessed by ascertaining the estimations of recall, precision,f-measure and
accuracy. Then this measurements will be applied on creating titles for the test documents.

2.3.3 Term frequency (TF) and inverse document frequency (Idf) approach

TF is the recurrence of words happening in the document and IDF is logarithm of
the complete number of documents partitioned by the quantity of documents containing
this word. The archive words with highest TF [12].IDF were picked for the title word
candidates.

2.3.4 K nearest neighbor approach

It scans the training dataset for the nearest related document and allot the training
document title to the new document as title. In another study, [15] the KNN text classi-
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fication is too unpleasant to even think about calculating content closeness, disregarding
the relations inside the document and the connections between the reports.

2.3.5 Iterative Expectation-Maximization approach

It sees reports as written in a ’verbal’ language and their titles as composed a ’con-
cise’ language. It constructs the interpretation model between the ’verbal’ language and
the ’brief’ language from the documents and titles in the training corpus and ’make an
interpretation of’ each testing document into title[12].

2.4 Title Generation Techniques

2.4.1 Machine learning techniques

The machine learning approaches [12] is used to generate the title of broadcast
news. They analyze the different techniques like KNN, Naı̈ve Bayes etc. In [8] they
analyze a different machine learning techniques to identify the tags of words. They use
CRF, Tree tagger model, SVM to identify the tag using part of speech tagging. The tree
tagger model is better than other models. The unigram, Bigram and other techniques was
used for in [7] to tag the words but these models not tag the correct word. The Latent
Dirichlet Allocation [16]is used to generate the title of songs based on their lyrics. They
used estimation process to find out the probability of words.In [17] used LDA topic model
form segment, utilizing the idea of the Bag Of-Word to show the word recurrence, so as to
prepare the LDA topic model.The SVM topic classification model train area, the content
will as highlight parameters and utilize the word recurrence table to assemble include
vector, the topic classification model is prepared by feature vector.
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Table 2.1: Summary of machine learning based techniques

Paper
Ref.

Technique Problem state-
ment

Results Limitations

[11] Topic segmen-
tation, title
assignation,
term weight-
ing, similarity
measures.

The videos on
the news website
have several
latest news in
one video so its
time consuming
to watch the full
video if we only
want to listen the
particular news.A
framework which
associate the
segments of
the video to its
related news
article.

The video is
converted into
segments by
topic segmenta-
tion algorithm
and then they as-
sign the segments
of video to its
related article by
measuring the
similarities.

when the title
is not generated
correctly the
model cannot
combine the
topic segment
with their related
article.

[12] Naive Bayes,
Knn, Iterative
Expectation
Maximization,
Term frequency,
Inverse document
frequency.

Title generation
for broadcast
videos is difficult
because many er-
ror were generate
when we convert
video to text. In
this paper they
compare the re-
sults of different
machine learning
methods used for
title generation.

The naive Bayes
with using full
vocabulary
achieved 21.6%
which is higher
achieved accu-
racy as compare
to other mod-
els.By observing
the accuracy rate
and limitations
which method is
good to generate
the title.

By converting
audio to text
using speech
recognition the
generated text
may have missing
some information
due to misses
some chunks of
audio.
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Paper
Ref.

Technique Problem state-
ment

Results Limitations

[17] Latent Dirichlet
Allocation, SVM
classifier

At this time,
we can get the
various of infor-
mation and data
on various ways,
for example,
science record,
paper, blog,
voice messages.
It’s significant
issues that how to
arrange this data
and manage the
shrouded data of
the unstructured
reports.

The LDA topic
model form seg-
ment, utilizing
the idea of the
Bag Of-Word to
show the word re-
currence, so as to
prepare the LDA
topic model.The
SVM topic clas-
sification model
train area and
utilize the word
recurrence table.

The dialogue
have numerous
pointless words,
these words
consistently con-
found the subject
order, how to
locate the iden-
tical the word is
significant.

[18] Conditional ran-
dom field, SVM,
Tree Tagger sys-
tem

Identify the same
word by different
tags is not easy
for a machine.

The Amazigh
corpus dataset is
used. Three tech-
niques is used on
the same dataset
to compare the
accuracy of three
techniques. The
highest accu-
racy is achieved
by tree tagger
model.

The Model used
in paper tag the
words if you have
the lexicon or
manually tagged
training corpus of
that language .

[19] Latent Dirichlet
Allocation

A various num-
ber of electronic
information,
explicitly in the
form of content
report, result
the high number
of classification
studies.

actualized an
classification
technique de-
pendent on
topic modeling
idea.With the
theme idea, an
actual document
is defined as a
conveyance of
points.

when the title
is not generated
correctly the
model cannot the
topic with their
related article.
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2.4.2 Natural Language Processing techniques

Natural Language Processing is an data extraction way to deal with consequently
extract articraft from the textual depictions. In addition, NLP is frequently applied to
produce the different component of concerns like fundamental terms, class models, ex-
periments from the underlying Textual depictions. Be that as it may, it is generally needed
to consider total section to extract applicable data from textual content that makes this cy-
cle time consuming [20].Part of speech tagging is a main problem in natural language
processing. Many techniques for use to identify the tag. Part of speech tagging is used
to tag the words in the document which is used for further natural language processing.
In [1] they use NLTK toolkit for automatic term extraction in the documents.Each client
takes a reviews at the surveys before requesting anything on the web. In any case perusing
those long reviews isn’t simple for everybody. In this way, there must be something that
can decrease the long reviews to short sentences of restricted words representing a similar
importance. Text Summarization can come close by in this angle [21]. The language
problems are handled by natural language processing [22] they developed a system which
identify the words which is appropriate to send to other users or not. Many researchers
used POS and natural language techniques to extract the text from the document, but the
problem is that POS not tag the word correctly and then it cannot recognized the correct
title.

Table 2.2: Summary of Natural Language Processing based techniques

Paper
Ref.

Technique Problem state-
ment

Results Limitations

[1] Automatic Term
Extraction, C
programming
Language, NLTK
toolkit, tree
tagger model

when writing
any technical
document by
extracting words
their synonym
changes the
meaning of the
sentence.

In this paper
they focus on all
words not any
terminology used
to focus only
nouns or verb etc.

The proper noun
is tagged as com-
mon noun, this
misclassification
is still occur in
this method.

7



Paper
Ref.

Technique Problem state-
ment

Results Limitations

[7] Unigram, Bi-
gram, Trigram,
N-gram,Hidden
Markov Model.

Many techniques
works on part
of speech tag-
ging but many
ambiguities still
occur in Nat-
ural Language
Processing.

Rule based ap-
proach, which
cannot generate
the correct tag for
unknown words.
The stochastic
approach use
different datasets
the frequency
and probability
is not correct.
The hybrid rule
approach which
model is better.

The drawback
of this model is
to tag the word
correctly so this
model requires
more training
then they classify
the correct tag for
the word.

[22] Natural Lan-
guage Process-
ing.

The no mecha-
nism is used to
check the mes-
sage is suitable to
send to other end
user.

If the message
have these types
of words which
is not suitable
to send to any
user the appli-
cation does not
allow to send this
message.

This application
is not worked
without internet.
The message is
not send when
the user is offline.

[23] POS Tagger, Link
Grammar

The problem
happen when
the movement
of verb does not
exist before the
preposition of
location.

They use a stan-
dard POS tagging
and LG parser
to generate a set
of these pattern
which we extract
from verb of
movement to rec-
ognize a crucial
pattern.

This model not
recognize the lo-
cation entity if
preposition is not
given in the doc-
ument.

8



2.4.3 Title generation using Implicit and explicit Relations

In [24] they used Implicit and explicit relation among captions to generate the title
of the videos. If you have a video with their subtitles or captions the morphological ana-
lyzer takings out verb or noun from the subtitles and then the stochastic matrix use TEX-
TRANK to set out the weights of the word which we analyze through kernel matrix.In
another study, they consider the issue of video captioning, i.e creating one or various sen-
tences to depict the substance of a video.[25] presents a hierarchical-RNN structure for
video section captioning.The system models inter sentence reliance to create an arrange-
ment of sentences of sentences given video information.

Table 2.3: Summary of Implicit and explicit based techniques

Paper
Ref.

Technique Problem state-
ment

Results Limitations

[24] text rank,
stochastic matrix,
morphological
analyzer

The title of the
video are manu-
ally write. The
content of the
video is not same
as the video title.

If you have
a video with
their subtitles
or captions the
morphological
analyzer takings
out verb or noun
from the subtitles
and then the
stochastic matrix
use TEXTRANK
to set out the
weights of the
word which we
analyze through
kernel matrix.

The limitation of
this model is they
work when the
video have closed
caption or subti-
tles.

2.4.4 Title generation using Extracted keywords

It gathers word recurrence measurements on thing phrases that happen in the sec-
tion, by utilizing on-line word references and records.They approached the records from
the other course and attempted to produce titles by extracting keywords from the content
measurably. The title generator created right now satisfactory titles for document that
contain engaging, educational or substantive material with a rate of 70%[26].
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2.4.5 Title generation using Neural network

The first study in 2018 which used recurrent neural network and LSTM for gener-
ating the title for Turkish language. In this paper they used stochastic approach which
results is better than rule based approach. The term back propagation is used in the neu-
ral network learn earlier layers slowly because of error within the given weights, so to
avoid this problem a recurrent neural network is used with long term short memory. The
accuracy achieved by this model is 89%.RNN is the kind of neural network that includes
cycles in memory. While the past yields are not utilized in future on standard sorts of neu-
ral systems, the past yields are utilized in cycles to get better outcomes [27]. However,
evaporating and detonating gradient issues can’t be handled appropriately on RNN. To
have the option to manage this issue, LSTM offers new gates like forget and input gates
[8]. By using these gates, slope flow control improved and conservancy of long-extend
conditions are permitted. LSTM is a kind of RNN and qualified for learning long term
conditions. The algorithm is specifically designed to maintain a strategic distance from
the issue of RNN about long term dependencies. The RNN is fit for holding the old yield
yet as the holes between grows. The RNN gets incapable to learn old yield and asso-
ciate the yield to the necessary info. This issue is solved with LSTM.In another study, Yi
Bin et al. [28] acquainted a grouping with succession way to deal with depict video cuts
with natural language.The focal point of their method was applied two LSTM networks
for the visual encoder and natural language generator fragment of model. Specifically,
they encoded video arrangements with a bidirectional Long-Short Term Memory (BiL-
STM) network, which could viably catch the bidirectional worldwide transient structure
in video.
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Table 2.4: Summary of Neural network based techniques

Paper
Ref.

Technique Problem state-
ment

Results Limitations

[8] Recurrent Neural
Network,Long-
Short Term
Memory, Neural
network.

Traditional model
used rule based
approach for part
of speech tagging
which consumes
more time and
more expensive.

In this paper they
used stochastic
approach which
results is better
than rule based
approach. A
recurrent neural
network is used
with long term
short memory.
The accuracy
achieved by this
model is 89%.

When we in-
crease the data
both models per-
formed well but
on short dataset
the LSTM is
better than RNN.

[29] Recurrent Neural
Network,Long-
Short Term
Memory

On the planet
brimming with
sarcastic individ-
uals, it’s getting
trying for the
individuals of
21st century
to distinguish
sarcasm utiliz-
ing sentiment
investigation
productively.

sarcasm identifi-
cation causes us
to comprehend
the severe truth
under the glossed
over sentences.
It is generally
utilized in dif-
ferent systems
administration
destinations for
understanding the
genuine issue.

A decent infor-
mation makes a
decent model,
and till date,
the datasets
have their own
constraints and
predispositions.
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CHAPTER 3

METHODOLOGY

This chapter presents the detail of proposed strategy carried out for title generation
of Talk shows. We employed Latent Dirichlet Allocation and word2vec for classification
of title. We employed LSTM for generation of title.We first present the detail of our cus-
tom developed dataset. Then we discussed each section of proposed methodology in de-
tail i.e information preprocessing, include feature extraction,classification and generation.

3.1 Dataset description

3.1.1 Traning dataset

The training dataset is downloaded from kaggle.All the news have three CSV files
and each file contains the 50,000 articles. All the news dataset which is used for for train-
ing contains 100,000 articles.For every distribution, they utilized archive.org to get the
past 18 months of either home page important news or RSS channels and ran those con-
nections through the scraper.That is, the articles are not the result of scratching a whole
site, yet rather their all the more noticeably placed articles. The distributions incorpo-

Figure 3.1: A sample Image from All the news dataset

rate the Reuters, New York Times, Breitbart, Business Insider, the Guardian,Buzzfeed
News, the Atlantic,New York Post, Fox News, NPR, Talking Points Memo, National Re-
view,CNN,Vox, and the Washington Post. Inspecting wasn’t exactly logical; I picked
distributions dependent on my recognition of the space and attempted to get a scope of
political arrangements, just as a blend of print and computerized productions. By check,
the distributions separate in like manner: The information fundamentally falls between
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the long periods of 2016 and July 2017, in spite of the fact that there is a no irrelevant
number of articles.

Table 3.1: Statistics of All the news Dataset

Detail statistics

Total no of articles 143,000

Total no of files 3

1 file contain articles 50,000

Total no of columns in 1 article 10

Column used in this research study 2

3.1.2 Testing dataset

To analyze the proposed methodology, two distinctive datasets are used.The motiva-
tion to utilize two datasets is that each dataset has its own challenges which assist us with
analyzing the proposed methodology better.First we use All the news dataset [30] which
is used to train the dataset and 70% dataset is used to train the dataset and 30% dataset
is used to test the proposed scheme.Then we build custom dataset to test the proposed
methodology.The custom dataset contains the text of 50 videos from BBC channel.We
extract the text from the season of the The lead with Jake Tapper.The season of this pro-
grams contain manually generated title.With the proposed methodolgy we generate the
title of these videos.

Table 3.2: Statistics of custom Dataset

Detail statistics

Total no of articles 50

Total no of columns 2

3.2 Proposed Methodology

Today we have a lot of text data in internet and it’s difficult to read and recommend
that data is related to that which is actually we want to search.

3.2.1 Data Preprocessing

The data set contains 3 files which contains the 143,000 articles from 15 American
publications.In this work we use the first file which contains the 50,000 news articles.The
first step of preprocessing to clean text of websites, email addresess and any punctuation
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and convert text into lower case. We use the function that removes all stopwords from
the text.The last step is to stem words, so plural and singular are treated the same.Due to
machine which we use for this work takes a lot of time to perform the first step so we use
first 6000 columns clean and then use this columns for further processing.The dataset we
used in this research contains 3 articles file and each article file contains 10 columns.we
use the data of content column and title column because others columns are not useful
for this research work.The next step is to tokenized the words and the time utilize our
machine to clean and tokenize 6000 articles is 6.950782787799835 min.

3.2.2 Feature Extraction

Text extraction by LDA requires an intial procedure to decide the intial topic for
each document. In the LDA, this is done by utilizing a multinonimal random function.
The distinction among LDA and other topic based strategies is LDA removing text units
into three levels. The most important level is extracting the significance of every content
unit in each document by computing its probability and characterizing new topic for the
content unit. This procedure is done consistently until it comes to a decided threshold
value.The subsequent level is deciding topic distribution of each document dependent
on the probability and topic of content unit.The outcome determines that each content
have several topics with their particular probabilities. The external level determines the
distribution of topics for the corpus (set of archives) dependent on content distribution
topic. Consequently, it tends to be inferred that LDA isn’t just valuable for separating
the importance of the content unit and yet having the option to make soft clustering for
reports dependent on topic.

3.2.3 Overview of LDA

The topic modeling helps us what is actually in text corpus. The Latent Dirichlet Al-
location (LDA) organize a bag of words into different topics. The LDA works that which
topic belongs to which word. Latent dirichlet allocation(LDA) is a probabilistic model
and commonly used for topic modeling. The probabilistic model gives us the probability
of per document topic distribution and topic word distribution. In a text corpus the model
finds out the most significant words and theses words is used as a topic and the topic num-
ber is defined by a user.[17] A various number of electronic information, explicitly in the
form of content report, result the high number of classification studies.In [19] actualized
an classification technique dependent on topic modeling idea. With the theme idea, an
actual document is defined as a conveyance of points and a topic is defined by a lot of
words.LDA is a statistical probability model, it create a arbitrary text which establish by
multi words. Through LDA model we can get the content distribution probability P (w|z)
in the theme, and the topic distribution probability P (z|d) in the content[31]. We will
clarify the LDA model by figure.
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Figure 3.2: The architecture of Latent Dirichlet Allocation Model[31]

3.2.4 Overview of Word2vec

Another methodology, word embedding calculation named ”Word2Vec”, works by
computing the word loads, semantic relationship, and the last weights of vectors [32].The
word2vec model accepts a data as information and produces the word vectors as output. It
first develops a vocabulary from the preparation text information and afterward generates
vector representation of words .The achievement in the content handling, examination and
characterization has been essentially upgraded by utilizing deep learning. This achieve-
ment is contributed by the nature of the word representations. Glove, FastText, Word2Vec
and TFIDF are utilized for the word representation. They intended to improve word rep-
resentation Word2Vec boundaries. The achievement of the representation was estimated
by utilizing a profound learning order model [33]. The subsequent word vector record
can be utilized as features in many natural language processing and AI applications. A
basic method to research the educated representations is to locate the nearest words for a
user determined word.The reason and value of Word2vec is to bunch the vectors of simi-
lar words in vectorspace. That is, it identifies similarities numerically. Word2vec makes
vectors that are appropriated mathematical representations of word features for example
the setting of individual words. It does as such without human intercession.
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3.2.5 Workflow of Title generation using lda2vec

Figure 3.3: Workflow of Title generation using lda2vec

3.2.6 Overview of RNN

With the ascent of DL in the previous decade, RNNs have become functional and
integral assets for large scope supervised learning of successions. This advancement has
gotten generally obvious in Natural Language Processing where they have set a few new
benchmarks beating methods that have been viewed as cutting edge for quite a while
[34].Neural Networks are set of algorithms which intently look like the human mind and
are intended to perceive patterns. They decipher sensory information through a machine
discernment, naming or clustering raw data. They can perceive numerical examples, con-
tained in vectors, into which all real world information ( pictures, sound, text or time
arrangement), must be deciphered. Artificial neural systems are made out of an enormous
number of exceptionally interconnected preparing components (neuron) cooperating to
tackle an issue. Recurrent Neural Network is a hypothesis of feedforward neural frame-
work that has an internal memory. RNN is irregular in nature as it plays out a comparative
limit with regards to every commitment of data while the yield of the current data depends
upon the past one calculation. After handling the outcome, it is copied and sent go into
the repetitive framework.For settling on a choice, it considers the current information and
the output it has gained from the past information. Not in the slightest degree like feedfor-
ward neural frameworks, RNNs can use their inward state (memory) to handle groupings
of sources of data. This makes them applicable to undertaking for instance, unsegmented
and discourse acknowledgment. In other neural systems, all the information sources are
autonomous of one another. In any case, in RNN, all the sources of info are identified
with one another.RNN can demonstrate succession of information with the goal that each
example can be thought to be dependent to past ones Recurrent neural framework are even
used with convolutional layers to expand the successful pixel neighborhood.
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Figure 3.4: Simple architecture of RNN[8]

3.2.7 Overview of LSTM

Individuals don’t start their deduction without any planning reliably. As you read
this paper, you see each word subject to your understanding of past words. You don’t
dispose of everything and start thinking without any planning again. Your considerations
have diligence. Traditional neural frameworks can’t do this, and it has all the earmarks of
being a huge shortcoming. For instance, imagine you need to group what sort of occasion
is going on at each point in a film.Utilization of Recurrent Neural Network, LongShort
Term Memory (LSTM) and Word Embeddings can make the sarcasm discovery produc-
tive and accordingly making the statements from twitter effectively classifiable [29]. It’s
hazy how a traditional neural system could utilize its thinking about past occasions in the
film to advise later ones. Recurrent neural systems address this issue. They are systems
with circles in them, permitting data to persevere.Long Short-Term Memory (LSTM) sys-
tems are a changed rendition of recurrent neural network, which makes it simpler to rec-
ollect past information in memory. The vanishing gradient issue of RNN is settled here.
LSTM is appropriate to characterize, process and anticipate time arrangement given de-
lays of unknown duration.It prepares the model by utilizing back-propagation.In another
study S.Chakraborty et al. [35] discussed that the increment of LSTM cells the model
beginnings performing better. This happens in light of the fact that with the expansion
in the quantity of cells the model beginnings fitting better. At that point with additional
expansion of LSTM cells, the model begins once again fitting as the performance begins
deteriorating. The advantages of lstm are following:

1.The consistent error backpropagation inside memory cells brings about LSTM’s
capacity to connect long delays if there should be an occurrence of issues like those talked
about above.

2.For long delay issues LSTM can deal with noise and persistent qualities. Rather
than finite state automata or Hidden Markov models LSTM doesn’t need a from the earlier
decision of a finite number of states.

3.LSTM functions admirably over a wide range of boundaries, for example, learn-
ing rate, output gate bias and input gate bias.
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Figure 3.5: Architecture of LSTM[8]

3.2.8 Workflow of Title generation using LSTM

Figure 3.6: Workflow of Title generation using LSTM
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CHAPTER 4

ANALYSIS & RESULTS

This section presents the details of experiments assess to evaluate the effectiveness
of the proposed methodology. We utilized all the news dataset as well as custom dataset
to investigate this study. We first present the experimental protocol and results. Later, we
present different experimental scenarios used for title generation. Finally, we summarize
a few of the recent studies of title generation for comparison purpose.

4.1 Experimental Protocol and Results

To assess the viability of title generation we utilized two distinctive dataset for ex-
ample publicly available dataset and our custom developed dataset. As clarified before,
the All the news dataset contains 50,000 news article however there are only 6000 articles
used for one experiment.We acquired these content lines and apply different preprocess-
ing steps (as of now chapter in section 3).we used two methodologies for two datasets.first
we employed LDA and we use All the news dataset and for this experiment we used first
article which contains 10,000 articles and for training we use 6000 columns due to reduce
processing time of machine.The second methodology we used RNN(LSTM) we used sec-
ond article which contains 10,000 articles.The All the news datset contain 10 colums but
for this experiment we use only two columns title and content.The custom dataset which
contains the text of 50 videos.In testing process we generate the title of one video.

Table 4.1: All the news Dataset division

Training set 6000 articles

Testing set 2000 articles

4.1.1 Title Generation using LDA

The first step is preprocessing of data.For training we use the first article from all the
news dataset which contain 10,000 articles.Due to machine restrictions we only use first
6000 articles.The total time to clean and tokenize the 6000 articles is 6.950782787799835
min.
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Word Frequency And Distribution

Using LDA, After preprocessing step the next step is used to choose the frequent
words in the document.First we get list of all words in the document.By using use nltk
fdist to get a frequency distribution of all words. The length of list in the document is 6000
and the average document length is 695.1946666666666.The minimum document length
is 4 and the maximum document length 14384. The quantity of documents for every topic

9

Figure 4.1: Word Frequency And Distribution

by allotting the document to the theme that has the most weight in that document.After
cleaning and excluding short aticles, the dataframe now has 5932 articles.

Figure 4.2: Representation of most discussed topic in the Document

pyLDAvis

pyLDAvis is intended to assist clients with interpretting the topics in a topic model
that has been fit to a corpus of text data. The bundle separates data from a fitted LDA sub-
ject model to educate an interactive web-based visualization.Our representation (outlined
in Figure 4.3) has two essential pieces. To begin with, the left board of our visualization
presents a worldwide perspective of the topic model.furthermore, addresses 2 and 3. In
this view, we plot the subjects as circles in the two-dimensional plane whose centers are
dictated by calculating the distance among themes, and afterward by utilizing multidi-
mensional scaling to extend the intertopic distances onto two measurements We encode
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every point’s generally speaking predominance utilizing the area of the circles, where we
sort the points in diminishing order of prevalence.Second, the right board of our visual-
ization portrays a horizontal barchart whose bars determines the individual terms that are
the most helpful for deciphering the right now chosen topic on the left and permits clients
to respond to address 1, ”What is the significance of every topic?”. A couple of overlaid
bars depicts both the corpus-wide recurrence of a given term just as the topic specific
recurrence of the term. The left and right boards of our visualization are connected with
the end goal that choosing a subject (on the left) uncovers the most helpful terms (on the
right) for deciphering the chosen topic. Also, choosing a term (on the right) uncovers
the restrictive conveyance over topics (on the left) for the chosen term. This sort of con-
nected choice permits clients to analyze an enormous number of topic term connections
in a minimal way.

Figure 4.3: Python library for interactive topic model visualization in the Document

Word2Vec Model And Training

In extremely oversimplified terms, Word Embeddings are the texts changed over
into numbers and there might be distinctive mathematical representation of a similar text.
Word2Vec is a prescient word embedding procedure which changes over a word into a
vector of numbers dependent on the setting of the target word. Vectors out of the words are
created utilizing the encompassing words to represent the target words. Transform a group
of sentence(containing multiple lists of words) into a feature vector. It averages out all the
word vectors of the group of sentence.All frequent topics and topics per words convert
into vectors and these vectors help us to find the similarity between the generated title by
this methodology and actual title.The most frequent words in the document which we used
in the next process we changed these topics into vectors by using word2vec.These vectors
are helped us to choose the most similar words of their related topic in the document.The
following figure shows us the vectors of most frequent words in the document.By using
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these words we calculate the similarity of actual title and generated title.

Figure 4.4: word vectors of frequent topics in the document

Word mover distance

Sentence similarity estimates assume an significant job in text-related exploration
and applications in those areas, for example, text mining, Web page recovery and dia-
logue frameworks. Sentence similarity helps in recognizing the redundant information by
estimating the occurrences of the comparable words in the content.

To do as such, it is commonly determined by first embedding the sentences and
afterward taking the similarity between them. Sentence similarity is additionally utilized
in text characterization and text summarization. How about we take a straightforward
model, we need to basic sentences: I travel to my office utilizing my vehicle and: I
travel to my office utilizing a taxi. Here the meaning of the sentence is the equivalent for
example ’I travel to my office’ however decision of vehicle contrasts. Here the sentence
similarity needs to decide how ’close’ two bits of text are both in surface closeness and
significance.By using the word mover distance we find the distance between the words
of actual title and the generated title by this method.The generated title contains those
words in the title which distance is small.The recovery of records has entered a practically
equivalent to arrangement, where each word is related with an exceptionally informative
feature vector. Word Mover’s distance is the first to make the association between top
word embeddings and EMD retrieval methods. The WMD has a few intriguing properties:

1. It is hyper-boundary free and straight-forward to comprehend and utilize;
2. It is exceptionally interpretable as the distance between two archives can be

separated and clarified as the meager separations between few individual words
3. It normally joins the information encoded in the word2vec/Glove space and

prompts high retrieval accuracy. The accuracy rate of generated title using lda2vec is
shown in fig: 4.5.The X-axis shows the title no and the y axis shows the accuracy rate.
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Figure 4.5: Accuracy rate of Generated title using lda2vec

4.1.2 Title generation using LSTM

Recurrent neural systems can likewise be utilized as generative models. This im-
plies that it is being utilized for predictive models they can become familiar with the
arrangements of an issue and afterward produce completely new conceivable groupings
for the problem area. Generative models like this are valuable not exclusively to con-
centrate how well a model has taken in an issue, however to become familiar with the
problem space itself. first we use All the news dataset for training the model.The article 1

Figure 4.6: No of parameter used for training LSTM

from all the news dataset is used to train the model. For training this model we use the first
articles which contains the 50,000 records.The total no of parameter used in the training
is 12,373,508.The trainable parameter used in training is 12,373,508.After training the
dataset we used the second articles from all the news dataset which contains the 50,000
articles and we randomly pick the aticle and generate the title. First we preprocess the
data then train our model.The accuracy rate id better than traditional methodology if the
number of epochs is increased ant trained the model more. The accuracy rate of generated
title using Lstm is shown in fig: 4.7.The X-axis shows the title no and the y axis shows
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Figure 4.7: Accuracy rate of Title Generation using LSTM

the accuracy rate.

4.2 Performance Analysis and Discussion

We performed two experiments using two datasets to highlight the effectiveness of
proposed methodology.we use All the news dataset and employed LDA and using the
same dataset we employed the RNN-LSTM. Then using the custom dataset we analyze
the accuracy and other parameters which one method is better for title generation.

Scenario-I: Title Generation of talk shows using LDA+word2vec on all the news
dataset as well as custom dataset.

Table 4.2: Accuracy rate of title generation using LDA+word2vec

Dataset Recognition rate

All the news datset 85% to 95%

custom dataset 80% to 93%

Scenario-II: Title Generation of talk shows using LSTM on all the news dataset as
well as custom dataset.

Table 4.3: Accuracy rate of title generation using LSTM

Dataset Recognition rate

All the news datset 70% to 80%

custom dataset 65% to 75%
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4.2.1 Generated Titles with LDA+word2vec

Figure 4.8: Title Generated using LDA+word2vec

4.2.2 Generated Titles with LSTM

Figure 4.9: Generated Title using RNN-LSTM
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CHAPTER 5

CONCLUSION & FUTURE WORK

Titles are effective approaches to connect peoples for videos, it is a much signifi-
cance factor for different services. In the proposed strategy, the title of a video is generated
with the help of most important and repeated word used in the content of the video. The
significance of a sentence is resolved with word weights. This reasearch study explores
the chance of utilizing LDA for building up a title by analyzing the internal significance
of the content of video. Applying LDA gives good results on the dataset which is de-
fined for this work.In numerous automatic ordering or abstracting tasks, the keyword that
demonstrate the content substance are gotten from the title, realizing that the title would
incorporate the most significant topics covered in the data. In this investigation, we moved
toward the document from the other course and attempted to produce titles by separat-
ing keywords from the content measurably.By using deep learning technique(LSTM) we
generated a title on custom dataset and All the news datasets which achieve good results
as compare to traditional techniques. To make a title for a document is a complicated
task. To create a title for a document turns out to be considerably additionally challeng-
ing since we need to manage word mistakes produced by speech recognition. Generally,
the title generation task is firmly associated with traditional summarization since it very
well may be thought of amazingly short summarization. Customary summarization has
stressed the extractive methodology, utilizing chosen sentences or passages from the doc-
ument to give an outline. The shortcomings of this methodology are powerlessness of
exploiting the training corpus and producing summarization with little proportion. In
this way, it won’t be reasonable for title generation problems. The KNN approach func-
tions admirably for title generation particularly when cover in content between training
dataset and test dataset is huge.A human created keyphrase was viewed as equivalent to a
machine-produced keyphrase in the event that they had a similar sequences of stems.

5.1 Conclusion

Today, with the expanding utilization of the Internet, numerous archives have been
moved to the web and opened to people in general. In any case, the way that these archives
are not typically arranged significantly limits the capacity of clients to access and quest
for data.The mostly talk shows content which we seen on internet does not match the title
of the video. In this study we employed LSTM. A total no of 6000 records were utilized
for the training procedure because the limit of machine.In principle, this limitation can
be dodged by utilizing the full slope (maybe with extra customary hidden units getting
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contribution from the memory cells). However, we don’t suggest figuring the full gradient
for the accompanying reason. It increments computational unpredictability.Each memory
cell square needs two extra units (input and output gate). The proposed approach has been
tried on a real dataset and accomplished a performance about 70% to 80% using LSTM.
At the point when the outcomes acquired from the test strategies are analyzed, it has been
seen that the methodology proposed inside the extent of the examination is profoundly
productive and arranges the archives with great accuracy.By comparison the traditional
approach LDA achieve good results in short dataset.if the dataset is long the traditional
approach is not giving the appropriate results.The Lstm model acheives good results as
compare to LDA+word2vec if we increase the number of epochs to train the model.

5.2 Perspective

This investigation essentially centered around the acknowledgment of English based
content, the proposed method can likewise be executed for other language like Arabic,
Pashto, and Persian etc.In our further investigation on this issue we generate the title of
live stream videos.The proposed model of LSTM improves with more number of epochs.
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