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Abstract

Recognition of cursive handwritten text is a complex problem due challenges like context-sensitive
character shapes, non-uniform inter and intra word spacings, complex positioning of dots and
diacritics and very low inter-class variation among certain classes. This research study presents an
effective technique for recognition of cursive handwritten text using Urdu as a case study (though
findings can be generalized to other cursive scripts as well). We present an analytical approach
based on implicit character segmentation where CNNs are employed as feature extractors and
LSTM network is used as a classifier. The proposed technique is validated on UNHD and UHTI
(custom generated data set) and reported promising recognition results.
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Chapter 1

Introduction

Offline handwritten character recognition has become a challenging area in the field of pattern
recognition and image processing. Due to rapid growth in digital technology, there is a need for
having mature recognition systems for cursive handwritten documents. The requirement of these
recognition systems is to convert the handwritten information into the machine-understandable
format. History of character recognition is spanned over many decades and after significant efforts,
today mature recognition systems are available. Among this OCRs, the recognition systems for
non-cursive language are considered very mature.

Non-cursive scripts, for example, Latin have characters printed and handwritten in isolated
form and offer less complexity. Characters in cursive scripts (Urdu, Arabic or Persian)contain
complex shapes which are highly challenging to recognize. Several studies have been carried
out to recognize cursive scripts that report high recognition rates in printed and handwritten text.
Regardless of these efforts and studies, many cursive languages could not gain the attention of
researchers due to complexity in writing style and lack of standard datasets, Urdu language is one
of them. The Urdu language is mostly influenced by Arabic, Sanskrit, and Persian. Urdu has more
than 100 million native speakers all over the world with major share from Pakistan, India and the
Middle East. In these regions, a lot of information in manuscripts is available in handwritten form
but rarely available in digital format. It has become necessary to digitize this information in order
to make it recognizable and searchable through machines. In this regard, handwritten character
recognition is an attractive option to achieve the desired goal [2].

Characters in cursive scripts appear in different forms either isolated or are joined with other
characters to form words/partial words. This combination of charters is called a ligature. A
ligature can be divided into two further components i.e primary ligature (main body) and secondary
ligature (dots and diacritic). An example of handwritten ligature along with primary and secondary
components is presented in Figure 1.1

Cursive languages are written in different writing styles such as Naskh, Koffi, and Nastalique.
Arabic and Pashto are written in Naskh while Urdu is mostly used Nastalique style. The Nastalique
writing style offers more complexity. From the viewpoint of recognition, the challenges offered by
Nastalique style include variable spacing between words, text overlapping, no fixed baseline and
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2 Introduction

Figure 1.1: (a) An example of a complete Urdu ligature (b) Main body of ligature (Primary ligature)
and (c) Secondary ligatures

filled or false loop of characters. More challenges associated with Urdu handwriting recognition
are presented later in the document.

1.1 Historical Background of Recognition Systems

From many decades, printed and handwritten information is being used as a major source of
communication as well as gathering and preserving important information. Humans always had
the desire to design a machine that can read the text. In this regard, the first retinal images scanner
was proposed for classification of photocells. In 1912 the first optophone(Figure 1.2)came into the
scene which was used to read characters when moved over the printed text. Another important
milestone was achieved by Gustav Tauschek in 1929 [3]. He invented a first photo-sensor based
"Reading Machine" that can read a printed text letter by letter and produce the output in the form of
speech.

Figure 1.2: Optohone - Reading by ear for the blind (Image Source: [4])

With further of technological development in 1954, an American Magazine (Reader’s Digest)
first time employed an OCR to convert their handwritten reports into punch cards [5]. In 1962
another milestone was achieved by Louis H Goldish. He invented the electromechanical reading
device "Optacon"(Figure 1.3) that can read printed text for blind people. In 1965 Reader’s Digest
enhanced the functionality of their OCR machines in order to recognize the numbers. The second
generation reading systems appeared in the late 1960s and early 1970s [6]. In this duration, an effort
was made to standardize a font for automatic recognition of text. The third generation recognition
system appeared in the 1970s. The main objective of these recognition systems was to address the
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problems of low-quality images and large handwritten and printed characters sets. In the same era,
the Omni OCRs were proposed to handle the multiple fonts in a text.

Figure 1.3: Battery operated Optacon reader for the blind (Image Source: [7])

In the 1990s number of business migrated to automatic recognition systems due to the com-
bination of Artificial intelligence with image processing operations. The recognition systems
were employed to read passport number, price, and credit card. With the tremendous growth in
smartphones and mobile devices, sophisticated recognition systems were developed in the year
2000.

The recent development of databases for printed as well as handwritten text and availability
of high-speed graphical processing units allowed to apply deep learning algorithms for character
recognition. The latest recognition system report high recognition rates for cursive and non-cursive
scripts.

1.2 Classification of OCR Systems

OCR systems are categorized with respect to image acquisition (online [8] or offline [9]), type
of text (printed or handwritten) and types of scripts (independent or dependent). Each of these
categories is discussed in the following.

• Online vs. Offline OCRs: Offline OCRs [9] is used to recognize text in scanned or camera
captured images. Online recognition systems [8], on the other hand, take input through
digitizing devices. Offline recognition is applicable for both printed as well as handwritten
text while Online recognition is only meaningful for handwritten text. Offline recognition
is performed to learn the final shape of printed or handwritten characters whereas online
recognition is based on dynamic information of characters (strokes, angles, etc).

• Handwritten vs. Printed Text OCRs: As per type of input text, recognition systems can
be divided into printed [10, 11] and handwritten [12, 13] OCRs. Printed text is mostly
associated with digitized images of books, magazines, and other documents. The handwritten
text includes lecture notes, manuscripts, and dictations. Most of the time handwriting
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recognition can be performed using digital tablets called online recognition. In offline
mode, handwriting recognition is more difficult task as compared to printed text because the
printed text contains same font size, same printing style within a document while handwritten
document contains variations in writing style and variable spacing between characters. In
some cases the document may contain a mix of printed and handwritten text therefore, a
segmentation step is added to discriminate the handwritten and printed text. Each type of
text can be separately recognized according to their recognition systems.

• Single vs. Multi-font OCRs: Initial recognition systems were applicable to recognize a text
only in single font [14, 15]. The significant efforts of researchers made recognition systems
mature in order to recognize text in multiple fonts [16]. Multi-font recognition systems are
applicable only for printed text.

• Cursive vs. Non-cursive Scripts: In non-cursive scripts, Latin, for example, [2] characters
are printed and written in an isolated form which offers less complexity as compared to
cursive scripts. Characters in cursive scripts [16, 17] (Arabic, Persian, Pashto, and Urdu)
contain complex shapes which are challenging to recognize. In cursive scripts, ligature or
partial words are considered as a recognition unit.

1.3 Background

The problem of Urdu OCR attained significant research attention during the last ten years. In this
domain initial research studies were carried out on the recognition of isolated characters [18–20]
that reported significant recognition results but far away from practical situations.Later, a number
of robust recognition solutions were reported [11, 21–24] where recognition techniques employed
ligatures or characters as a recognition units. Ligature based techniques require a huge number of
ligature classes for recognition and character-based techniques need to address the challenging task
of segmentation of cursive Urdu text into characters.

1.4 Problem Statement

The aim of this study is to develop a roboust technique for offline handwriting recognition of cursive
scripts including dots and diacritics using Urdu as a case study.

1.5 Research Objectives

The objectives of the current study are discussed in the following.

• To propose robust recognition techniques for offline handwriting recognition of cursive
scripts(Urdu as a case study).

• To recognize both primary and secondary ligature of Urdu text.
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• To investigate the effectiveness of machine-learned features in characterizing Urdu text.

• To evaluate the proposed techniques on custom developed as well as publicly available
benchmark datasets.

1.6 General Steps in OCR

Optical character recognition systems consist of a number of steps. Initially acquired image is
preprocessed where different preprocessing methods are employed. Then segmentation is carried
out to segmented out the characters from text lines. Later, handcrafted or machine learned features
are extracted for the classification process. Finally, few post-processing techniques are carried out
to enhance the recognition rate. The general steps of OCR are presented in Figure 1.4.

Figure 1.4: General steps in an (offline) OCR system

1.6.1 Image Acquisition

The digitized version of the document is obtained in an image acquisition process. In offline
recognition systems, document images are scanned using a high-resolution scanner or captured
from the camera. In online recognition, writing images or other attributes(stroke, angle) are acquired
trough digital devices. This research focused on offline recognition therefor remaining steps are
discussed in the context of offline recognition systems.

1.6.2 Image Preprocessing

Image preprocessing is a critical step in offline recognition systems. The aim of the preprocessing
step is to eliminate unwanted information from images to enhance the recognition rate. The type
of preprocessing is carried out according to the input image. In general, preprocessing steps
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include image binarization, skew detection, and noise removal. In case of handwriting recognition
slant removal, skeletonization and baseline removal, etc are also carried out to remove the writer
dependent variations.

1.6.3 Segmentation

It is a process in which the digital image is divided into different segments. From the viewpoint of
text recognition, image is segmented into text lines, words, subwords or characters. In non-cursive
scripts, words or characters can be easily segmented out from text lines but it is much difficult
and challenging to find the boundaries of characters/ words in cursive scripts. The recognition
techniques that consider words or subwords as a recognition unit are known as holistic techniques
while those based on characters are known as an Analytical technique. There are two subtypes of
Analytical technique i.e implicit segmentation and explicit segmentation. In an explicit segmentation
based methods text is either divided into characters/sub-words or isolated characters are assumed
for recognition. For cursive scripts, explicit segmentation is considered a complex problem. In
implicit segmentation based techniques segmentation and classification is achieved at the same
time by using machine or deep learning classifiers. The OCR techniques from the viewpoint of
segmentation are presented in Figure 1.5.

Figure 1.5: OCR techniques from the view point of segmentation
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1.6.4 Feature Extraction

After segmentation of an input image into characters/sub-words or words features are extracted.
Typically, statistical or structural features are computed from the images of words and subwords.
The statistical features represent the statistical values that can compute from the images while
structural features based on topological attributes of the object. From the viewpoint of recognition,
structural features are considered more suitable. Recent studies in recognition employed a CNN for
feature extraction. Major limitations in these techniques are the availability of large database and
GPUs.

1.6.5 Classification (Recognition)

In the classification step, the classifier is trained by using features, extracted through the handcrafted
approach or machine learning approach in order to discriminate between character/sub-words, words
classes. The initial studies employed simple classifier like nearest neighbour [25], Hidden Markov
Models (HMMs) [14, 26, 27] and Support vector machine(SVM) [28] for recognition task. In some
studies, feature extraction and classification is achieved at the same time by using Convolutional or
Recurrent Neural Networks (RNNs) [11, 29, 30].

1.6.6 Post Recognition Processing

In post-processing step recognized units are grouped (for example characters or subwords into
words) and validated through the dictionary. These steps are helpful to increase the overall
performance of recognition systems.

1.7 Proposed Technique

In this study, We employed a hybrid network of CNN and RNN for character recognition. We
extracted features from the Urdu text line image by using CNN and these features were fed to
BLSTM for classification. RNN is a very popular model that has been successfully employed for
the recognition of sequential data. The RNN typically contains input, hidden and output layer where
neurons of each layer are interconnected in such a way provides help to trace back the previous
computation [31]. Unfortunately, the standard RNN architecture cannot handle the sequential data
with more time stamp delays and faces a problem called vanishing gradient. The LSTM is used to
tackle this problem. The LSTM architecture consists of memory cells, an input gate, the output
gate and forget gate. In text recognition sequence prediction in both direction are useful for correct
transcription of the text. Therefor Bi-directional LSTM is created by combining the forward and
backward LSTM. The proposed technique is evaluated on custom generated data set as well as the
publically available standard benchmark. A workflow of the proposed methodology is illustrated in
Figure 1.6.
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Figure 1.6: A Workflow of proposed Methodology

1.8 Thesis Contribution

The key contributions of the present study are listed in the following.

• A novel, implicit segmentation based recognition system for handwritten Nastaliq Urdu is
proposed.

• Recognition is carried out through machine- learned features (using CNN) that are fed to
RNN for sequence modeling.

• A custom data set is generated along with transcriptions.

• The proposed technique is validated on a custom generated data set and on publicly available
offline handwritten data set (UNHD).

1.9 Thesis Organization

The thesis is organized as follow Chapter 2 provides an overview of Urdu text and recognition
challenges associated with Urdu recognition. Chapter 3 introduces the data set preparation and
proposed methodology of the present study. Chapter 4 presents a comprehensive discussion
of recognition results. Conclusion and perspectives are presented in chapter 5. The research
publication is listed in chapter 6.



Chapter 2

Literature Review

The history of recognition systems is spanned over many decades. Due to significant efforts of
research endeavors, now mature recognition systems are available for many languages. Among
these, the recognition systems for non-cursive languages are considered very mature. Cursive
languages are highly challenging to recognize. A number of recent studies on cursive language like
Arabic reported high recognition rate on printed as well as handwritten text [32–34]. Regardless of
these developments, recognition systems of many cursive languages could not gain the attention
of the researcher due to lack of standard dataset and the complexity of writing styles. The Urdu
language is one of them. The focus of this study is on handwriting recognition of Urdu text. An
overview of Urdu, recognition challenges, handwriting recognition techniques and well-known
datasets of printed as well as handwritten is discussed in subsequent sections.

2.1 Overview of Urdu

The word Urdu is derived from the Turkic word ’Ordu’ meaning Army [35]. The characters of Urdu
language are derived from Arabic, Sanskrit, and Persian. There are more than 100 million native
Urdu speakers with a major share of Pakistan, India and the Middle East. The salient characteristics
of Urdu language including characters, numerals and writing style are discussed in later sections.

2.1.1 Urdu Alphabet and Numerals

Urdu language consists of 39 isolated characters (Figure 2.1) and 10 numerals (Figure 2.2). Charac-
ter shape depends on their position in ligatures because characters can appear in the start, middle,
or last. Urdu is a bidirectional script because ligatures and numbers are written in two different
directions.

2.1.2 Writing Styles

The writing style is the way to represent a word, sentence or paragraph. There are different writing
styles used for cursive scripts e.g Nastalique, Kofi, and Naskh. Arabic, Pashto, and Persian are

9
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Figure 2.1: Urdu characters written right-to-left

Figure 2.2: Urdu numbers written left-to-right

mostly printed and written in Naskh style while Urdu uses Nastalique. From the viewpoint of
recognition, Nastalique style offers more complexity and challenges as compared to Naskh. Popular
writing styles of cursive scripts are presented in Figure 2.3. Recognition challenges of Urdu
handwritten text are presented in the next section.

Figure 2.3: Popular writing styles for cursive scripts (Image Source: [36])
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2.1.3 Recognition Challenges of Urdu Text

This section presents the various challenges of Urdu Nastalique text. The major challenges include
text cursiveness, ligature overlapping, the variable spacing between words, no fixed baseline and
bidirectional text.

2.1.3.1 Text Cursiveness

The major cause of cursiveness in Urdu text is calligraphic nature of Nastalique font. In Urdu
language, characters are joined with other characters to form a ligature. A ligature may consist of
two sub-components, primary ligature (main body) and the secondary ligature (dots and diactric)
as presented in Figure 2.4. Two types of characters exist in ligatures i.e joiner and non-joiner
characters as presented in Figure 2.5. The joiner characters are the major source of cursiveness
in text lines. The explicit segmentation of Urdu text lines into characters, words, and ligature is a
highly challenging task therefore, ligatures are mostly considered as a recognition unit in holistic
techniques.

Figure 2.4: A complete ligature (a) With primary and secondary ligatures (b) Without secondary
ligatures

2.1.3.2 Shape Variation

In Urdu text the joiner characters may appear into two to four different shapes i.e isolated, initial,
middle, end according to their position in ligature. The shape of character also varies according to
preceding and following joining character. The variations in character shape offer more complexity
in recognition. An example of Urdu character "sheen" with possible shapes is presented in
Figure 2.6.
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Figure 2.5: Urdu character set (a) Joiners and (b) Non-joiners

Figure 2.6: Urdu character "Sheen" with possible shapes

2.1.3.3 Bidirectional Text

Urdu text lines may comprise characters and numerals together, where Urdu characters start from
the right side of the page and numbers are from the left side. A text line with bidirectional behavior
is presented in Figure 2.7

2.1.3.4 Text Overlapping

Urdu text lines consist of multiple numbers of ligature. The characters of these ligatures may
overlap with other characters within ligature as well as with neighboring ligatures. The overlapping
of characters creates segmentation issues (Figure 2.8).
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Figure 2.7: Bidirectional behaviour of Urdu text.

Figure 2.8: Text Overlapping

2.1.3.5 Variable spacing

Text lines of the cursive script may contain variable spaces between words and ligatures. These
variable spaces between words are the main reason due to which segmentation of Urdu text line is
not possible and resultant ligatures or partial words are employed as a recognition unit. An example
of variable spacing in Urdu text is presented in Figure 2.9.

Figure 2.9: Variable Spacing

After discussion of recognition challenges, few databases of Urdu text for printed and handwrit-
ten text are discussed in the following section.

2.2 Datasets

Availability of labeled datasets is the fundamental requirement in the development of recognition
systems. Due to the significant efforts of document recognition community, a number of datasets
have been developed and made available for the evaluation of printed and handwritten Urdu text.
The databases have been developed at character/digit [37], word [38], sentence [25] and paragraph
levels [39, 40]. A detailed discussion of well-known Urdu databases for printed and handwritten
text is presented below.

2.2.1 Printed Text Data Sets

2.2.1.1 Urdu Printed Text Images Database (UPTI)

UPTI [25] is a familiar database of printed Urdu text that has been utilized for the evaluation of the
recognition systems. The database contains 10,063 lines of text generated in Nastalique font and
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also contains three versions of images (line level, ligature level and degraded noisy). A sample text
line from UPTI data set is presented in Figure 2.10

Figure 2.10: Sample text line from UPTI dataset

2.2.1.2 Center of Language Engineering (CLE) Urdu Database

The CLE database [41] is another familiar database of printed Urdu text which is more comprehen-
sive and more difficult as compared to UPTI. The CLE database contains 2,017 HFL cluster and
each one is comprises 35 instances (Figure 2.11). To generate a cluster, ligatures were typed on
computer software, printed on a page and then scanned. The second set contains scanned images of
printed Urdu books which are more challenging to recognize as compared to HFL images.

Figure 2.11: Instances in an example cluster from CLE dataset

2.2.2 Handwritten Text Data sets

2.2.2.1 CENPARMI Urdu Database

They generated a database for Urdu handwritten words, characters, digits, and numerical strings.
The database consists of 318 date samples, 60,329 isolated digits, 12,914 strings of numerals, 1,705
occurrences of 4 special symbols, 14,890 samples of 37 basic characters and 19,432 examples of 57
words related to finance[39]. The data is collected from 343 different native Urdu speakers around
the world.
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2.2.2.2 UCOM Offline Handwritten Data set

UCOM offline handwritten dataset [42] consists of 600 filled forms with 6,200 handwritten words.
Data is collected from 100 native Urdu writers where each writer contributed 6 pages and each page
contains 8 text lines. The labels of the dataset include a transcription of text (UTF-8 encoding) that
supports the evaluation of recognition systems. The number of unique text lines in the database,
however, is very small (only 48). A sample image of UCOM offline data is presented in Figure 2.12
and the statistics table of UCOM data set is presented in Figure 2.13. The UCOM data set was later
extended to UNHD.

Figure 2.12: Statistics of UCOM-Data set

Figure 2.13: A sample Text line from UCOM-Offline data set

2.2.2.3 UNHD Offline Handwritten Data set

UNHD offline handwrittendataset [43]is a relatively recent Urdu handwritten dataset. The dataset
consists of 10,000 text lines and 31,2000 handwritten characters. The data is collected from 500
native Urdu writers where each writer contributed 5 to 8 lines per page. The UNHD data set
contains only 700 unique text lines. We acquired the UNHD database, however, it was observed
that the number of samples provided was fewer than what was claimed (only 4500 text lines are
available). Furthermore, since the number of unique text lines in this database is only 700, it does
not truly match the real world recognition scenarios. Consequently, for a robust evaluation of the
proposed technique, we generated our custom data set which is explained in the next chapter. The
complete statistics table of UNHD data set is presented in Figure 2.14.

Figure 2.14: Statistics of UNHD-Data set

In the next section, we present recognition techniques for Urdu text.
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2.3 Recognition Techniques for Urdu Text

In Urdu and other cursive scripts, text can be recognized through two different approaches i.e.,
analytical & holistic. The analytical techniques are based on the segmentation of text into characters
while the holistic techniques are based on a larger unit of text (words/sub-words). Initial research
studies for recognition of Urdu text mainly focused on isolated characters with the assumption that
text is already segmented [17]. Few studies have also focused on the recognition of online Urdu
handwritten text [44]. The reported recognition rates of isolated and pre-segmented characters are
much higher but far from practical situations. The details of analytical and holistic techniques are
presented in the following.

2.3.1 Analytical Approaches

In analytical techniques, characters are considered as recognition units. Such techniques deal
with a smaller number of unique classes for characters and their context-dependent shapes. The
key challenge of this approach is the segmentation of text into characters. The detail of analytical
approaches is presented in subsequent sections.

2.3.1.1 Explicit Segmentation Based Techniques

In these techniques, the text is either divided into characters or isolated characters are assumed
for recognition. One of the early studies is for Urdu text recognition conducted by Pal & Sarkar [18]
proposed a recognition system for isolated characters. The document image was digitized through a
flatbed scanner and segmented into text lines by horizontal projection method. Topological, contour
and water reservoirs features were obtained for classification. Later, Decision Tree was used for
character recognition. The system performance was evaluated on 3,050 isolated characters and
reported 99.8% accuracy.

In another study, Hussain et al. [45] proposed segmented characters based recognition system.
The system takes an image of the segmented character and passes through pre-processing steps to
make it more valid for extraction of features and recognition. Initialy, 104 segmented characters
were classified into 33 different clusters using Kohnen self-organizing map (SOM). In the second
step, additional features (height, width, loop, cross, and curve) were extracted from each character
for final classification. The system reported an 88% recognition rate. In the cursive script, text
segmentation is considered a challenging task. Several techniques have been proposed for text
segmentation only. Among these techniques, authors in [46] proposed a structural feature-based
character segmentation technique for printed Urdu text. To detect the text line, the image was
scanned horizontally and vertically in search of text pixels. The FCC of the ligature was calcu-
lated to determine whether the pixels belong to the primary or secondary ligature. Later, the text
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Table 2.1: Summary of explicit segmentation based techniques

Paper Technique Data-
Base

Experiment Result

Pal &
Sarkar [18]

Structural features
with decision Trees

Private 3050 isolated charac-
ter

98.7 %

Hussain
et
al [45]

Topological features
with SOM

Private 104 segmented char-
acters

88 %

Ahmed
et
al [17]

Artificial Neural Net-
work

Private 56 character classes 93.40 %

Akram
et
al [47]

DCT with HMMs CLE 224 Document images 86.15 %

image was segmented into characters on the basis of primary ligature. Over-segmentation and
under-segmentation issues were also addressed for enhancement of segmentation steps. System
performance was tested on images of Batool font and achieved 99.4 % segmentation accuracy.

Ahmed at al. [17] proposed a novel recognition technique. Few pre-processing steps were
carried out to eliminate the overlapping issues between cursive characters. Later, neural network
was employed for classification of Segmented characters and realized 93.40% recognition rate
on a dataset comprising scanned and computer-generated images. The system only performs
segmentation and recognition when the script is diacritic free and has a fixed size. The same study
was later extended [14] where system consisted of two phases i.e. segmentation and classification.
Segmented characters were used to train a neural network on 56 different classes and reported 70%
classification accuracy.

In another comprehensive study [47] authors proposed a recognition technique for Urdu
Nastalique text based on explicit segmentation. The HMM was used as a classifier. A novel
sliding window based segmentation technique was used along thinned images of the primary liga-
tures to extract the character boundaries. The system reported 97.11% recognition accuracy when
tested on 79,093 instances of 5,249 main body ligature classes and reported 87.44% recognition rate.

The explicit segmentation based recognition techniques are employed less often due to the
involvement of the segmentation step. Furthermore, the high rate of errors in the segmentation
phase also affects the overall performance of the system. Implicit segmentation based techniques
are considered more suitable and well known for recognition task due to less complexity and high
accuracy. An overview of these techniques is presented in Table 2.1

2.3.1.2 Implicit Segmentation Based Techniques

Generally, in these techniques segmentation and classification are achieved at the same time by
using machine learning algorithms. These techniques are known to be robust and report low error
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Table 2.2: Summary of implicit segmentation based techniques

Paper Technique Data-
Base

Experiment Result

Hussain
et
al. [48]

Raw pixels with
BLSTM

UPTI Training : 4000 lines
Testing:2000

94.5 %

Ahmed
et
al. [15]

Raw pixels with
BLSTM

UPTI Training:12415 lines
Testing: 2836 lines

96 %

Naz et
al. [30]

Statistical features
with MD-RNN

UPTI Training: 6800 lines
Testing:1600 lines

94.97 %

Naz et
al. [30]

CNN with MD-RNN UPTI Training: 6800 lines
Testing:1600 lines

98.12 %

rates. On the other hand, these techniques require large training data and more computational power.
These techniques, in general, employ different variants of Recurrent Neural Networks(RNNs).
Among one of the earlier work in this area, Hassan et al. [48] proposed a recognition system for
offline printed Urdu Nastaleeq script. In this system, BLSTM model of RNN is used for text
classification. BLSTM network was evaluated for two cases. In the first case, network performance
was measured without considering the character shape variations while they were considered in the
second case. Experiments conducted on UPTI dataset reported 94.85 % recognition rate without
character shape variations and 86.43% with character shape variations. In another similar work, Naz
et al. [11] proposed a statistical feature based recognition system for printed Urdu Nastalique script.
In this system, statistical features were extracted by overlapping sliding windows on Urdu text lines.
The extracted features of text lines were fed to a MD-RNN for final classification. The system
performance was evaluated on UPTI data set that reported 94.97 % recognition accuracy. The same
study was later extended by Naz et al. [30] to propose a machine learning based approach for feature
extraction, where CNN was employed for feature extraction and MD-RNN for classification. This
combination of CNN and MD-RNN enhanced the classification rate up to 98.12%. An overview of
these techniques is presented in Table 2.2

2.3.2 Holistic Approaches

Holistic or segmentation free techniques overcome the complexity of the segmentation process
in recognition problems. These techniques employ ligatures or sub-words as a recognition unit
therefor, segmentation is not required. However, a huge number of ligature classes are required.
The number of ligature classes can be reduced by splitting the ligature into primary and secondary
components. Among significant holistic techniques, Sardar and Wahab [49] proposed a recognition
system for offline and online Urdu characters. Offline images were converted into binary images in
a pre-processing step and text lines were extracted from binary images through horizontal projection
method. As features, Hu’s invariant moments of each ligature were calculated and matched with
stored features to recognize the ligature. K-Nearest neighbor was employed for recognition purpose.



2.4 Summary 19

Table 2.3: Summary of holistic segmentation based techniques

Paper Technique Data-
Base

Experiment Result

Sardar
and wa-
hab. [49]

Hu’s moments with
KNN

Private 1050 ligatures 97.12 %

Ahmed et
al. [10]

Autoencoder UPTI 3732 ligatures 96 %

Ahmed et
al. [29]

Raw pixel with LSTM UPTI 3604 ligatures 96.71 %

The system was evaluated on 1,050 ligatures and achieved 97.12% recognition accuracy.

Among one of the recent studies, Ahmed at el. [10] proposed a stacked denoising autoencoder
based recognition system for Nastalique Urdu script. Different number autoencoders were trained
on 178,573 ligatures with 3,732 classes from UPTI data set. The experimental study reported
96% recognition accuracy. The same work was later extended in [29] to propose Gated BLSTM
(GBLSTM) for Urdu character recognition using raw pixel values. The system was evaluated on
UPTI dataset that reported 96.71% recognition accuracy. An overview of holistic techniques is
presented in Table 2.3.

While notable work is reported for printed Urdu text, limited work has been carried out on
Urdu handwriting recognition due to its cursive nature. Sagheer et al. [50] proposed a system for
recognition of handwritten, pre-segmented characters. In the pre-processing phase, handwritten
images were converted into grayscaled binary images. Two types of feature sets were computed
from each image i.e. gradient and structural. The Gradient features were computed from grayscale
images and structural features were computed from binary images. Support vector machine (SVM)
was employed for classification purpose. The performance of the system was evaluated on the
CENPARMI Urdu word database and achieved 97% recognition accuracy.

In another study, Saad et al. [42] proposed a handwriting recognition system based on RNN.
Handwritten images were segmented into text lines using their ground truth in a pre-processing
phase. Fixed size sliding windows were traversed over text lines to extract pixel values as features,
which were fed to RNN for learning. The system was evaluated on UCOM data set and reported
high recognition accuracy. The same study was later extended by the same authors [43] to evaluate
the system on UNHD data set. A summary of Urdu handwriting recognition systems is presented
in Table 2.4

2.4 Summary

In this chapter, we presented an overview of Urdu language, recognition challenges and databases
of printed and handwritten text developed by the relevant research community. The two different
recognition techniques i.e analytical and holistic are also discussed. A number of studies reported
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Table 2.4: Summary of Urdu handwriting recognition systems

Paper Technique Data-
Base

Segmentation Experiment Result

Sagheer
et
al. [50]

Gradient
and struc-
tural fea-
tures with
SVM

CENPARMI Holistic 1817 Hand-
written
words

97 %

Saad et
al. [42]

RNN UCOM Implicit Training:50
text lines
Test:20 text
lines

94%

Saad et
al. [43]

RNN UNHD Implicit Training:50%
Validation:30%
Test:20%

92.7%

UPTI have been widely employed database for printed Urdu text recognition. As handwriting
recognition is relatively less explored area therefore, UNHD is the only standard benchmark for
handwriting recognition.

In the next chapter generated the dataset, model training and model evaluation is presented.
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Methods

This chapter presents the detail of proposed methodology carried out for handwritten character
recognition. We employed CNN for feature extraction and BLSTM model of RNN for feature
classification. We first present the detail of our custom developed data set. We then discuss
each phase of the proposed methodology in detail i.e data preprocessing, feature extraction and
classification.

3.1 Dataset

As discussed earlier, for printed Urdu text two benchmark datasets have been employed by re-
searchers, the UPTI database [25] and the CLE database [41]. For Urdu handwriting text recently,
Ahmed at al. [42] introduced a UCOM offline dataset. The data set was acquired from 100 Urdu
writers. The dataset contains only 48 unique text lines. Later UCOM was extended into UNHD
where 500 writers wrote only 700 unique text lines. The UNHD dataset contains 10,000 text lines
in total. We acquired the UNHD database, however, it was observed that the number of samples
provided was fewer than what was claimed (only 4500 text lines are available). Furthermore,
since the number of unique text lines in this database is only 700, it does not truly match the real
world recognition scenarios. Consequently, for a robust evaluation of the proposed technique, we
collected 6,000 unique text lines from 600 writers as a part of this study. The detail of the developed
dataset is presented in a given section.

3.1.1 Urdu Handwritten Text Images Database (UHTI)

UHTI handwritten data set is the recent contribution in Urdu handwritten standard benchmark. The
data set contains 6000 unique text lines which are collected from 600 Urdu native writers including
male and female. In order to have more variations in writing samples, we obtained data from school,
college and universities students as well as from professionals and housewives. Each individual
was asked to write in a natural way, where each writer wrote 10 text lines. The text lines contain
ligatures and each ligature comprised of five to six characters. The acquired data set can be used for
different research scenarios such as character recognition and for writer identification. We tried to
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cover all characters and ligatures with their possible variations according to their position in Urdu
text. There is a plan to increase the data set up to 2500 writers later with more variations. A sample
image of UHTI is illustrated in Figure 3.1 and the statistics table is mentioned in Figure 3.2 .

Figure 3.1: A sample Image from UHTI offline data-set

Figure 3.2: Statistics of UHTI- Dataset
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3.2 Proposed Methodology

Thanks to the recent advancements in deep neural networks, the last few years have resulted in a
paradigm shift from traditional classification pipeline (involving pre-processing, feature extrac-
tion and classification) to end-to-end trainable systems [51]. Hand-engineered features are being
replaced with data-driven machine-learned features. These developments have had a significant
impact on document and handwriting recognition community as well. CNN(s) are known to be
state-of-the-art feature extractors while RNNS (and their variants) have been effectively employed
to sequence modeling problems. Handwriting represents a sequence of strokes that needs to be
mapped to the corresponding transcription. Recurrent nets, hence, offer an attractive choice for
handwriting recognition. The effectiveness of recurrent nets has been validated on printed Urdu
text where windows sliding over lines of text are employed to feed pixel values [11] or statistical
features [30] to the network to learn character shapes and segmentation points. A similar tech-
nique [43] was also applied to handwriting images where raw pixel values from columns of text line
images are fed to a 1D-LSTM for learning and classification. A step further to this is to replace the
raw pixel values (or hand-engineered features) by machine learned features extracted using CNN(s).
This combination of CNN and LSTM has been previously investigated where the features extracted
by CNN(s) are fed to the recurrent layers for classification [51] and has proved to be an effective
solution for recognition tasks. In our study, we adopt the same combination (CNN+LSTM) for
recognition of Urdu handwriting. An overview of the proposed recognition technique is presented
in Figure 3.3.

Real data is often inconsistent, incomplete and noisy therefor, few preprocessing steps are
involved to resolve such issues. From the viewpoint of recognition systems typically preprocessing
steps included image binarization, grayscale conversion, skew and slant correction. The detail
discussion of the preprocessing step carried out on input handwriting image is discussed in the
given section.

3.2.1 Data Preprocessing

The data set contains scanned images in different colors therefor grayscale conversion is applied
as a first step of preprocessing. To separate out the foreground and background region from the
grayscale image, binarization is carried out. Image binarization is segmentation of pixels into
foreground and background using thresholding methods. There are two types of thresholding
methods are used i.e. local and global thresholding. In global thresholding, a single threshold
value is used for the complete image while in local thresholding a separate threshold value is used
for different regions of the image. The local thresholding is suitable for images which suffer the
problem of degradation and non-uniform illuminations. In the proposed study, Ostu’s binarization
alorithim [52] is carried out for segmentation of text and background. Grayscale and binarized
image is illustrated in Figure 3.4. Our proposed study is based on character recognition therefor
after binarization text segmentation is performed.
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Figure 3.3: An overview of the recognition system

Figure 3.4: (a) Grayscale image (b) Binarized image with Otsu’s global thresholding

The height of segmented text lines is normalized and fed to Convolutional layers for feature
extractions. The detail discussion of the feature extraction process is illustrated in the next section.

3.2.2 Feature Extraction

A key component for classification problems where meaningful and robust features are extracted
from an input image. The classifier used these sets of features to perform classification. This
process varies according to the nature of the problem because the feature set of one problem might
fail in another problem. The structural features are the most common type of features used for text
recognition. Some common features for our Urdu text are a number of dots and diactrics, weight
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of stroke, shape of a false and filled loop, etc. Statistical features based on statistical quantities of
input pixels. This traditional feature extraction approach is often expensive. The domain expert is
required to identify the most applied and meaningful features from input data. On the other hand,
the machine learned features eliminates the need for domain expert and hardcore feature extraction
process. Recently, the machine learned features are extracted by using deep learning algorithms.
These algorithms are used to learn high-level features from input data in an incremental manner. In
the proposed technique we employed CNN for feature extraction from segmented text lines. The
detail of CNN is illustrated in the given section.

3.2.2.1 Overview of CNNs

CNN belongs to a class of deep learning algorithms which is mostly used for image analysis. CNN
was first time introduced in 1990s [53], but due to nonavailability of high-performance machines
and large datasets, it could not gain the attention of the research community. In recent years, the
development of large dataset particularly imageNet [54] and remarkable improvements in hardware
technology enhanced the performance of CNN on learning tasks. As compared to traditional
approaches, CNN based methods provide remarkable results and also reduce error rates. CNN(s)
have been widely used in character recognition [55], object detection [56] and face recognition [57]
problems. The traditional neural network takes input in the form of a single vector where fully
connected architecture requires a large number of weights per neuron. Such types of networks are
not suitable for images. CNN(s) takes images as an input where each neuron is connected to the
local region of the image and hence lesser number of weights are associated with each neuron. The
neurons have three dimensions. i.e height, width, and depth. The architecture of CNN comprises a
convolutional layer, pooling layer, Relu layer, and fully connected layer. Each layer is discussed in
the following sections. The architecture of CNN is presented in Figure3.5.

Figure 3.5: The architecture of Convolutional Neural Network
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Convolutional Layer The convolutional layer contains a number of filters which are used for
feature extraction. The convolutional layers extract features from the previous layer and map their
appearance into a feature map. The initial layers are used to extract low-level features such as
lines, curves, and dots, the subsequent layers combine these simpler features in order to extract
high-level features. There are multiple types of filters can be used in convolutional layer to perform
different operations such as edge detection, image, and image sharpening. Each filter in the Conv
layer generates a separate feature map as presented in Figure 3.6. The feature maps of all filters
are combined together against the depth of CNN for computation of output volume. In Figure 3.7,
50 X 50 X 3 image is convolved with five 5 X 5 X 3 filters which produce 5 activation map. The
number and size of the filter at each convolutional layer may vary but the depth of filter remains the
same as input volume. The size of output volume at each layer is based on three parameters i.e
padding, depth, and stride. Stride represents a number of steps that filter takes after each convolution
and padding refers to the number of extra rows and column added at the border of an image to
accomplish convolution operation at border pixels. The parameter depth, define the number of
filters in a layer. In our proposed methodology we employed 7 convolutional layers with a different
number of filters and in size.

Figure 3.6: Convolution of an image(50 X 50 X 3) with a filter(5 X 5 X 3)

ReLU Layer It is an activation function which is applied on a feature map to add non-linearity.
There are various types of nonlinear function such as tanh or sigmoid, but the main reason to
employ ReLU function is, it effectively avoids the vanishing gradient problem and performs better.
Mathematical notation of ReLU function is r(x) = max(0,x). In our model, we employed ReLU
activation function after each convolutional layer.

Pooling Layer It is used periodically after multiple stages of other layers. The prime responsibil-
ity of this layer is to normalize the size (parameters) of the activation map. This downsampling
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Figure 3.7: Convolution of an image with five filters to produce the output volume

operation of pooling layer controls the model from the over-fitting problem. Different types of
pooling can be applied i.e Sum pooling, Max pooling, and Average pooling. Among these, Max
pooling operation is most common. Typically 2 X 2 filter is used to perform max pooling. We
carried out max pooling after convolutional layers. The detail of applied pooling operation is
presented in Table 3.1.

Table 3.1: Summary of convolutional and Pooling layers

Layers Filter Size No.of Filters
CNN Layer 1 3⇥3 64
ReLU Layer
Pooling Layer Max Pooling 2 X 2
CNN Layer 2 3⇥3 128
ReLU Layer
Pooling Layer Max Pooling 2 X 2
CNN Layer 3 3⇥3 256
ReLU Layer
CNN Layer 4 3⇥3 256
ReLU Layer
Pooling Layer Max Pooling 2 X 1
CNN Layer 5 3⇥3 512
ReLU Layer
CNN Layer 6 3⇥3 512
ReLU Layer
Pooling Layer Max Pooling 2 X 1
CNN Layer 7 2⇥2 512
ReLU Layer

Fully Connected Layer In this layer, each neuron is completely connected with every element
of the previous layer. The convolutional and pooling layers generate feature maps which contain
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high-level features of the input image. This layer is used to classify the input image into different
classes according to training data. The number of neurons in the FC layer is equal to the number of
unique classes in the problem. In our model, we performed classification using BLSTM model of
RNN. Therefore the FC layer is not part of the proposed architecture.

3.3 Classification

It is a supervised learning technique which is used to assign a label or class to new data instance on
the basis of training data. The classification stage requires training data along with their labels for
correct mapping and this trained model is further used to assign the correct class for the new input
sample. The most common classification methods are KNN, SVM, ANN, and Hidden Markov
Models. In the proposed methodology, the features map extracted from convolutional layers is fed
to the classification stage to assign class or label from a given set of classes. We employed BLSTM
model of RNN for classification. The detail of BLSTM Architecture is illustrated in a given section.

3.3.0.1 BLSTM

The traditional neural network does not perform well where the sequence of data is important.e.g
language translation, text recognition, and sentimental analysis. To overcome this limitation, the
Recurrent Neural Networks were proposed. The fundamental building block of RNN is neuron
whose strength is encoded by weights. The RNN typically contains input, hidden and output layers
where neurons of each layer are interconnected with each other that provides help to trace back
the previous computations. RNNs perform very well on sequential data where a sequence of data
is very important. The RNN cell not only considers the input of the cell but also considers the
output of current cell to maintain the sequence. The representation of the RNN cell is illustrated in
Figure 3.8. The simple RNNs mostly used tanh as an activation function. During backpropagation,
these small numbers squeezed the final gradient and do not make any change in the weights. This
problem slows down the model training (called vanishing gradient). To overcome this problem
memory cells are introduced in the hidden layers of RNN and modify the vanilla RNN architecture
into LSTM. The LSTM architecture consists of memory cells, an input gate, the forget gate and
an output gate. The input gate of the LSTM decides when the current activation of the cell should
be changed by adding new information from the input network in the present cell. Similarly, the
output gate is responsible to select the useful information from the current cell and propagate to the
next cell. The forget gate take the input from the previous state, resets the activation values and
helps to decide what must be removed from the previous state and keep only relevant information.
These gates help to reduce the vanishing gradient problem in LSTMs. A visual representation
of Vanilla RNN and LSTM is illustrated in Figure 3.9. The LSTM is directional, it uses the past
context which stored by forget gate. For text recognition, correct transcription can be achieved by
using this context in both directions. Therefore we combine two LSTMs (forward and backward)
into bidirectional LSTMs(Figure 3.10). Multiple such BLSTMs layers can be stacked together
to make it deeper and to achieve more abstraction. In the proposed methodology we employed 2
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Figure 3.8: Representation of simple RNN cell

Figure 3.9: (a): A standard Vanilla RNN Network (b): An LSTM unit based RNN Network
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BLSTM layers (one for forward and second for backward) where each layer contains 256 hidden
cells. The output of these recurrent layers is fed to CTC layer to translate the predictions. The
arrangement of BLSTM layers along convolutional layers is presented in Table 3.2

Table 3.2: Summary of convolutional and Recurrent layers

Layers Filter Size No.of Filters
CNN Layer 1 3⇥3 64
ReLU Layer
Pooling Layer Max Pooling 2 X 2
CNN Layer 2 3⇥3 128
ReLU Layer
Pooling Layer Max Pooling 2 X 2
CNN Layer 3 3⇥3 256
ReLU Layer
CNN Layer 4 3⇥3 256
ReLU Layer
Pooling Layer Max Pooling 2 X 1
CNN Layer 5 3⇥3 512
ReLU Layer
CNN Layer 6 3⇥3 512
ReLU Layer
Pooling Layer Max Pooling 2 X 1
CNN Layer 7 2⇥2 512
ReLU Layer
BLSTM Layer 1 Hidden Units: 256
BLSTM Layer 2 Hidden Units: 256

3.3.0.2 Connectionist Temporal Classification (CTC)

In cursive languages, segmentation of text into their relevant classes is a challenging task. Therefore,
we employed a connectionist temporal classification layer to interpret the network output into their
relevant classes. It is used as an output layer with LSTM for sequence labeling. It computes the
conditional probabilities of labels on the basis of an input sequence. A CTC layer has one extra unit
than the number of labels in an input sequence. To produce the continuous output of the network,
CTC uses softmax activation. The activation of the first label is considered as the probability of
observing the corresponding labels at the specific time stamp. The activation of extra output is
considered as the probability of observing a "blank" or "no-label". The aggregate probability of
any specific label can be computed by summing the all probability values in their corresponding
alignments. The working of CTC is represented in Figure 3.11.
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Figure 3.10: (a): BLSTM Architecture

Figure 3.11: CTC computing the probability of an output sequence "PAKISTAN" (written in Urdu)

3.4 Conclusion

After a detailed discussion of each phase of the proposed methodology here, we present the
conclusion of our solution architecture. The input handwriting image is binarized as a pre-processing
step, the height of the text line is normalized and the resulting image is fed to the convolutional
layers. The convolutional layers produce a volume of feature maps which is converted to feature
sequences using sliding windows and these sequences are fed to the recurrent net. The recurrent net
is a bi-directional LSTM. LSTMs are known to outperform the vanilla recurrent nets which suffer
from the vanishing gradient problem once attempting to model long term dependencies. The LSTM
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layers are followed by the CTC layer which aligns the feature sequences with the ground truth
transcription during training and decodes the output of the LSTM layer to produce the predicted
transcription during the evaluation phase. The system is trained in an end-to-end manner by feeding
it with text lines images and the respective ground truth transcriptions (in UTF-8). The network
architecture comprises seven convolutional layers followed by two B-LSTM layers.



Chapter 4

Results and Discussion

This chapter presents the details of experiments carried out to evaluate the effectiveness of the
proposed recognition system. We employed UNHD as well as UHTI Urdu handwritten dataset to
accomplish this study. We first present the experimental protocol and results. Later, we present
computed recognition rate in different experimental scenarios. Finally, we summarize a few of the
recent studies on recognition of printed and handwritten Urdu text for comparison purpose.

4.1 Experimental Protocol and Results

To evaluate the effectiveness of recognition system we employed two different Urdu handwritten
dataset i.e. publicly available data set (UNHD) and our custom developed dataset (UHTI). As
explained earlier, the UNHD dataset contains 10,000 Urdu text lines but there are only 700 unique
text lines that were collected from 500 Urdu writers. Though authors claimed UNHD is publicly
available for experiment purpose, in fact, the only subpart of UNHD i.e. (only 4200 Urdu text
lines) is available. We acquired these text lines and apply different preprocessing steps (as already
explained in chapter 3). Initially, we employed UNHD data set and computed character recognition
rate. We employed 3200 Urdu text lines in the training set and 500 each in the validation and test
set. The UNHD data set division is illustrated in Table 4.1.

Table 4.1: UNHD Data set division

Training Set 3200 Urdu text lines
Validation Set 500 Urdu text lines
Test Set 500 Urdu text lines

The UNHD data has few limitations and drawbacks, due to which the computed results on
UNHD data set cannot depict the practical and actual situation. Therefore, in order to realize the
character recognition rate that can depict the actual scenario we developed our custom data set
named UHTI. We also evaluated the effectiveness of our recognition system on UHTI and reported
promising results. The division of UHTI data set is illustrated in Table 4.2
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Table 4.2: UHTI Data set division

Training Set 4000 Urdu text lines
Validation Set 1000 Urdu text lines
Test Set 1000 Urdu text lines

We trained our model by using UNHD as well as UHTI data set. The detail description of
model training and computed recognition rate on UNHD and UHTI is illustrated in subsequent
sections.

4.1.1 Character recognition rate on UNHD data set

Initially, we evaluated the effectiveness of our recognition system on a subpart of UNHD handwrit-
ten dataset. The input image of UNHD text line is binarized as a pre-processing step, the height of
the text line is also normalized and the resulting image is fed to convolutional layers for feature
extraction. These features were fed to recurrent layers for classification. We trained the model on a
1080x GPU workstation in 30 minutes (Due to the lesser number of training text lines). We also
performed cross-validation using 500 Urdu text lines. The training loss of a model as a function
of the number of epochs is illustrated in Figure 4.1. After training the model, we evaluated our

Figure 4.1: The training loss of a model on UNHD as a function of the number of epochs

trained model on test data (500 Urdu text lines). The (character) recognition rate is computed by
calculating the Levenshtein distance between the ground truth and the predicted transcription. We
computed a very promising character recognition rate which is 88.35%Ṫhe reason for this high
recognition rate is text-dependent behavior of UNHD data set because the training and test set
contains the same context. Later, We also computed the character recognition rate with different
size of training images. The computed recognition rate on different size of training images is
presented in Figure 4.2.
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Figure 4.2: Recognition rate as a function of the size of training data

4.1.2 Character recognition rate on UHTI data set

In this analysis, we evaluated our recognition system on UHTI data set. The objective of this
experiment is to analyze the character recognition rate on text-independent data where training and
test sets contain different context as happens in real scenarios. The data set contains 6000 Urdu text
lines where each line has unique information. The data set was acquired from 600 Urdu writers.
We employed 4000 text lines for training and 1000 in each validation and test set. We adopted the
same experimental setting to train the model on this dataset. We trained our model with a different
number of epochs. The training loss of a model as a function of the number of epochs is presented
in Figure 4.3

Figure 4.3: The training loss of a model on UHTI as a function of the number of epochs
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After model training, we evaluated our trained model on 1000 Urdu text lines where we
computed the edit distance between predicted text and ground truth information. We realized
83.69% character recognition accuracy. The recognition rate on our data set is quite low as
compared to the recognition rate computed on UNHD. Our data set contains independent text lines
in the training set as well as in test set which is closer to the practical situation. We computed the
recognition rate on different size of training images as presented in Figure 4.4.

Figure 4.4: Recognition rate as a function of the size of training data

4.2 Performance Analysis and Discussion

We computed the recognition rate on UNHD and UHTI data set using a hybrid network of CNN
and LSTM. Instead of this, we also conducted a different experiment with different protocols in
order to highlight the effectiveness of our recognition system. We considered two experimental
scenarios along with proposed recognition technique.

• Scenario-I: Character Recognition rate using LSTM with pixel values using UNHD as well
as UHTI data set.

• Scenario-II: Character Recognition rate using transfer- learning where trained on printed
Urdu data set (UPTI) and fine-tuned on Urdu handwritten data set (UNHD and UHTI).

4.2.1 Character recognition using BLSTM with pixel values

Recurrent Neural networks are good in recognizing patterns that appeared in time series. Traditional
RNNs have few drawbacks i.e requirement of pre-segmented input and decay in predicting output
when input patterns are too long (vanishing gradient). The LSTM model of RNN overcomes the
vanishing gradient problem by introducing the memory cells in hidden layers. LSTMs are suitable
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Table 4.3: BLSTM with pixel value based recognition rate

Dataset Recognition rate

UNHD 73%/

UHTI 70.35%/

for text classification particularly when the input sequence is too long. As learned from literature
many studies employed BLSTM model of RNN for text classification. In this context, we also
employed BLSTM for handwritten character recognition where we fed pixel values as a features.
The computed recognition rate on UNHD and UHTI is illustrated in Table 4.3.

4.2.2 Character recognition using transfer learning

A number of studies employed CNN for feature extraction and reported a high recognition rate.
The lower layers of CNN is used to extract the more generic features while higher layers are used
to classify these features. CNN is also used for transfer learning where CNN is trained on one type
of problem and fine-tuned on another but similar problem. The transfer learning is employed in
deep learning where the model is trained on large and complex data set and their general features
are used to enhance the performance of the second task. As inspired from [30], in this analysis, we
carried transfer learning using CNN. We employed very famously printed Urdu data set (UPTI)
to train our model from scratch and UHTI and UNHD dataset were used to fine-tune the model
respectively. The division of UPTI data set for model training is presented in Table 4.4. We trained

Table 4.4: UPTI Data set division

Training Set 8000 Urdu text lines
Validation Set 2000 Urdu text lines

the model using the above mentioned experimental setting. The training graph of a model as a
function of a number of epochs is illustrated in Figure 4.5.

Later, we considered UNHD as well as UHTI handwritten data set respectively to fine-tuned
the model. The division of UNHD and UHTI data set for fine tuning is illustrated in Table 4.5

Table 4.5: UNHD and UHTI Datasets division for fine-tuning

UNHD Training: 3200 lines Validation: 500 lines Test: 500 lines
UHTI Training: 4000 lines Validation: 1000 lines Test : 1000 lines

During fine tuning, we freeze lower 4 layers of CNN in order to use previously learned weight
values and retrained top 3 layers to extract high features from handwritten text lines. The retraining
loss of UNHD and UHTI dataset is illustrated in Figure 4.6 and 4.7

We realized our recognition accuracy is increased 4 times on both datasets. We computed
92.5% recognition accuracy onUNHD data set and87.35% on UHTI dataset.

The summary of the conducted experiment using UNHD and UHTI data set is presented in
Table 4.6.
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Figure 4.5: UPTI-Model Training

Figure 4.6: The training loss of a model during fine-tuning on UNHD data set as a function of the
number of epochs

4.3 Comparison

For comparison purposes, we summarize a few of the recent studies on recognition of printed
and handwritten Urdu text (along with the realized results) in Table 4.7. The recognition rates
on the printed text are naturally high and are provided as a baseline only. Among techniques
targeting recognition of handwritten text, Sagheer et al. [48] report a recognition rate of 97%. The
technique, however, is evaluated on isolated characters and a very small subset of frequently used
(isolated) Urdu words and hence cannot be employed in real-world recognition scenarios. The
recognition rate of 94% is reported in [42] on a small set of 50 text lines in training and 20 in the
test. Recognition with LSTMs on raw pixels reports a recognition rate of 92% in [43] on 1840
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Figure 4.7: The training loss of a model during fine-tuning on UHTI data set as a function of
number of epochs

Table 4.6: Summary of Results

Technique Data-Base Experiment Result

CNN + BLSTM UNHD Training Set: 3200 Text lines Vali-
dation Set: 500 Text lines Test Set:
500 Text lines

88.35 %

Transfer learning using
UPTI

UNHD Training Set: 3200 Text lines, Vali-
dation Set: 500 Text lines, Test Set:
500 Text lines

92.5 %

Raw pixel with BLSTM UNHD Training Set: 3200 Text lines, Vali-
dation Set: 500 Text lines, Test Set:
500 Text lines

73 %

CNN + BLSTM UHTI Training Set: 4000 Text lines Vali-
dation Set: 1000 Text lines Test Set:
1000 Text lines

83.69 %

Transfer learning using
UPTI

UHTI Training Set: 4000 Text lines Vali-
dation Set: 1000 Text lines Test Set:
1000 Text lines

87.35 %

Raw pixel with BLSTM UHTI Training Set: 4000 Text lines Vali-
dation Set: 1000 Text lines Test Set:
1000 Text lines

70.35 %

test lines. It is, however, important to note that though the dataset is claimed to have 10,000 text
lines, the number of unique lines is only 700 implying that text lines in train and test sets have same
semantic content. Though our system reports a recognition rate of 83%, all 6000 text lines in our
dataset are unique and no text line is common in training and test sets to match the challenging
real-world scenarios. Considering the complexity of the script and the challenging experimental
setup, the reported recognition rate is indeed very promising.

To provide an insight into recognition errors we also illustrate few of the errors in Figure 4.8
where it can be seen that in most cases, the ground truth and the predicted characters have very
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Table 4.7: Recognition rates of notable studies on (printed and handwritten) Urdu text

Type Study Technique Database Experiments Results

Printed

Hussain et al. [14] DCT with HMMs CLE 5249 primary ligatures 87.44%
Ahmed et al. [15] Raw pixels with BLSTM UPTI Training: 12,415 lines,

Test: 2,836 lines
96%

Naz et al. [11] Statistical features with
MD-RNN

UPTI Training: 6800 lines, Test:
1600 lines

96.40%

Din et al. [58] CNN CLE & UPTI 2782 Ligature classes 88% /95%

Handwritten

Sagheer et al. [48] Gradient and structural
features with SVM

CENPARMI 1817 Handwritten words 97%

Ahmed et al . [42] Raw pixels with BLSTM UCOM Training:50 text lines
Test:20 text lines

94%

Ahmed et al . [43] Raw pixels with BLSTM UNHD Training:6400 text lines
Test:1840 text lines

92.07%

Proposed Study CNN with BLSTM Custom data set (UHTI) Training:4000 text lines
Test:1000 text lines

83.69%

similar shapes. In some cases, the main body of the character is correctly identified but the wrong
number of dots lead to recognition errors.

Figure 4.8: Examples of recognition errors



Chapter 5

Conclusion and Perspectives

Handwriting recognition has remained one of the most investigated pattern classification problems.
The problem has witnessed many decades of extensive research and has progressively matured
from the recognition of isolated characters to complex cursive scripts. Handwriting recognition
systems convert handwritten text into the machine-readable form and work either on offline images
(scanned or camera based) or on writing captured directly on a digitizing device (online recognition).
Recognition of handwritten text is considered more challenging as opposed to the printed text
primarily due to writer-specific preferences in drawing character shapes (allographs) and joining
various characters. In addition to these writer-dependent variations, another important factor is
the complexity of the writing script. This study investigated the problem of recognition of Urdu
handwritten characters in cursive Nastalique style. The concluding remarks on the results of this
study as well as future research direction are presented in subsequent sections.

5.1 Conclusion

This study presented an effective recognition technique for cursive handwritten Urdu text. The
technique implies on implicit segmentation of characters where ground truth transcription and text
line images are fed to the learning algorithm to learn character shapes and segmentation points. We
employed a combination of convolutional and recurrent neural networks where features extracted
by convolutional layers are fed to a BLSTM network for classification. Experimental validation of
the proposed recognition system is carried out on two standard benchmarks of Urdu handwritten
datasets i.e UNHD and UHTI (custom developed dataset). We evaluated the performance of the
proposed system on both datasets separately.

The key findings of this research study are illustrated below.

• We realized a high character recognition rate on our proposed recognition system using
UNHD and UHTI datasets.

• We also evaluated two standard benchmarks on BLSTM model of RNN for character recog-
nition in order to highlight the effectiveness of machine-learned based features as compared
to raw pixel values.
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• We also investigated the effect of transfer learning using the pre-trained model on character
recognition problem where we trained our model using UPTI data set and fine-tuned on
UNHD as well as on UHTI dataset respectively. We observed the character recognition rate
improves 4 times on both datasets.

For comparison purposes, we summarized a few of the recent studies on recognition of printed and
handwritten Urdu text (along with the realized results). The recognition rates on the printed text are
naturally high and are provided as a baseline only. Though our system reported a recognition rate
of 83%, all 6000 text lines in our dataset are unique and no text line is common in training and test
sets to match the challenging real-world scenarios.

5.2 Perspectives

This study primarily focused on the recognition of Urdu handwritten text, the proposed technique
can also be implemented for other cursive languages like Arabic, Pashto, and Persian. The process
of data collection and labeling continues and we intend to collect a dataset of around 25000 labeled
text lines. In our further investigations on this problem, we aim to compare the performance of
implicit segmentation based recognition with ligature (partial word) level recognition. Furthermore,
separate recognition of main body ligatures and dots can also be explored to reduce the number of
character classes.
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