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Abstract

Parkinson’s disease is a severe neurodegenerative disorder that impairs the

motor system over time, causing the slowness of speech and movements, as well

as abnormal writing abilities due to tremors. Parkinson’s patients are not suitable

for all types of PD diagnosis tests due to their physical problems. As a result,

a handwriting test can be used to construct an automated diagnostic tool as a

potential marker. While traditional techniques focused on the effectiveness of online

and offline or combining both features of handwriting from established templates

characterizing the presence and absence of PD. In this study, we use the PaHaW

dataset to carry out a comprehensive study to assess the optimal set of features that

are more informative as a function of the templates from which they are extracted.

For this purpose, We extract online and offline features subjects,combined extracted

features and employed a feature selection mechanism , such as a genetic algorithm

and correlation, to find the most relevant features that describe the presence and

absence of PD by achieving an overall accuracy of 77.46% .
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CHAPTER 1

INTRODUCTION

Parkinson’s disease is the second most common neurological disorder af-

ter Alzheimer’s [4]. Parkinson’s disease (PD) affects around 10 million persons

globally [5].PD affects 1–2 per 1,000 of the population [6, 7].PD affects 1% of

the population over the age of 60, but is uncommon in people under the age of

50 [7, 8]. The prevalence of Parkinson’s disease rises with age, reaching around

4% in the oldest age groups [8, 9]. These prevalence rates are expected to any

increase because of the population[10]. Parkinson Disease (PD) is character-

ized by motor symptoms and non-motor symptoms including akinesia, bradyki-

nesia, rigidity, and tremor, postural imbalance and vocal disabilities [11, 12].

Traditional diagnostic procedures for the diagnosis of PD include neuroimag-

ing strategies such as SPECT and CT scans, shown in Figure 1.1, which shows

vital potential within the determination of PD however needs expensive instru-

mentality. Furthermore, these strategies are compelling only when the disease

has progressed to the final stage, further highlighting the complexities of PD

analysis.[13].According to clinicopathological research [14, 10],up to 25% of

PD patients are misdiagnosed within last stages of their illness. As a result,

there’s a lot of work being done to develop accurate systems for detecting and

diagnosing Parkinson’s disease in its early stages.
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Figure 1.1: SPECT scanning of PD patient.[1]

With the advancement of technology, researchers are able to propose

many solutions and decision support systems to identify the early stage of

PD patients. Some of the studies [15] used signal acquisition through wear-

able sensors monitoring free muscular movements to predict PD, while other

studies [16] used breath or voice analysis [17, 18, 19, 20] to predict PD. Voice

processing for diagnosis of PD offered very promising results by achieving 98%

overall classification accuracy [21] Likewise, Bradykinesia(slowness of move-

ment), in the literature is directly related to handwriting. Some of the recent

studies [22, 23] recommended that handwriting is often used as a good tool for

early diagnosing of PD and a few preliminary pieces of knowledge suggest that

handwriting would possibly function as a diagnostic marker for PD diagnosis

by identifying micrographia. The idea is illustrated in Figure 1.2 where a PD

subject attempts to write a sentence, over the period of time, handwriting

starts deteriorating. Initially, the size of the letters and horizontal alignment

are fine. However, it becomes hard for the PD subject to maintain the size and

alignment of words, and the words at the end are almost impossible to read.

Figure 1.2: Handwriting of patient suffering with Micrographia.
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Tremors damage handwriting because the involuntary oscillating move-

ment of one or more body parts of the patient, as depicted in Figure.1.3,

causes the hands or fingers to twitch slightly while the patient writes or draws

something.

Figure 1.3: Subject with Parkinson’s disease.

Another symptom known as Bradykinesia is in which the patient’s hand-

writing speed is slow and the graphomotor task takes longer time than usual.

Some researchers collected data using gadgets (digitizers or tablets), while oth-

ers used hand-drawing shapes to come up with solutions and hypotheses for

their study. Several preliminary studies have suggested that handwriting can

be used as an effective non-invasive tool for the early diagnosis of PD. So,

based on these considerations we have attempted to develop a system that is

specifically designed for early detection of Parkinson’s disease. As a result,

we’ll use Drotar et al dataset that is intended for Parkinson’s disease patients.

1.1 Problem Statement

Identification of Parkinson’s disease through modalities like handwriting

or speech has been thoroughly investigated in the literature. The correlation

between PD and changes in writing patterns has also been established in a

number of studies [24, 13]. From the perspective of handwriting analysis, a

number of static (offline) [13] and dynamic (online) [24] features have been

identified that can serve as effective indicators of PD. Combining online and

offline features are also known to improve the identification performance [24].
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In most cases, the identified attributes are mapped to computational features

which are extracted from established templates and are fed to a classifier to

determine the presence or absence of PD. An important factor in choosing the

type of features is the drawing or handwriting template under study. While the

previous studies primarily target combining features or decisions on multiple

templates to enhance the overall performance, to the best of our knowledge,

no investigations have been carried out to study the relationship between the

template under study and the extracted features.

The proposed research is aimed at feature relevance analysis for the iden-

tification of PD through handwriting. More specifically, we intend to carry out

a comprehensive study using different feature selection techniques to assess the

optimal set of features for this problem. Furthermore, some features may be

more appropriate with specific templates hence we also aim to study which

template performance is better =on optimal set of features.

1.2 Research Objectives

The objectives of Research include the following.

• To combine the online and offline attributes of writing and study the

system performance

• To study the relevance of both static and dynamic features of handwrit-

ing in identification of PD.

• To investigate the performance of template and identify the relevant set

of features for a given template.

1.3 Research Contributions

The research carried out in this study has resulted in the design and

development of a a system that predicts Parkinson disease through comput-

erized analysis of handwriting The main purpose of the proposed study is to
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design and development a system that can predict Parkinson’s disease by use

of computerized handwriting analysis. The key contribution of the research is

the manipulation of the offline and online features to identify a relevant set of

features that can predict the absence and presence of PD. In case of no avail-

ability of specialized hardware devices to directly capture online handwriting,

offline attributes can be useful Features extracted from control subjects and

PD patients are fed to feature selection techniques to assess the optimal set of

features, and that optimal set of features is then fed to a learning algorithm to

learn to discriminate between the two classes. Support Vector Machine (SVM)

classifier is investigated for this purpose. Experiments on a benchmark dataset

report promising classification rates.

1.4 Thesis Organization

This document is organized as follows. Chapter 2 presents a discussion on

the work related to prediction of Parkinson disease from handwriting Chapter

3 describes the method that we have adopted in order to achieve the objectives

along with the key concepts behind the approaches. Chapter 4 outlines the

metrics used to test our methods, describes the experiments, presents the

findings we obtained and their interpretation. Chapter 5 incorporates the

concluding remarks and recommendations for future work.
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CHAPTER 2

LITERATURE REVIEW

Parkinson’s disease is caused by the loss of pigmented neurons in the mid-

brain region’s substantia nigra, which control muscle movements. Dopamine,

a neurotransmitter involved in the control and regulation of body movements,

is reduced when these neurons are lost. This causes tremors, sluggish move-

ments, hypertonia, and balance issues. [25] These symptoms have an effect

on the individual’s hand-wrist movements, which have a negative impact on

his or her handwriting. Computer-aided handwriting analysis allows for the

identification of prospective patterns that may be useful in the detection and

classification of Parkinson’s disease.Several studies[22, 26] have been published

that indicate handwriting the analysis is an effective tool for PD diagnosis.

Many handwriting features were proposed in the in the writing for the identifi-

cation of PD[13, 26, 27, 28]. Based on their technique of knowledge acquisition,

extracted features can be classified into two types: Static and Dynamic. Static

features will be taken from offline handwriting samples, whilst dynamic fea-

tures will be derived from online handwriting samples. These studies used a

variety of machine learning techniques to examine the static and dynamic fea-

tures’ ability to discriminate PD. In this chapter, we will discuss related work

on handwriting analysis and potential strategies used for early Parkinson’s

prediction.
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2.1 Online Features Analysis

Handwriting requires the participation of various body parts such as fin-

gers, arms and also includes our motor neurons, a healthy person manages

the participation of all parts for the writing task, however when we perform

a writing task to the patient, the motor neurons do not function properly.A

number of solutions for detecting Parkinson’s disease and other similar dis-

orders have been developed in recent years, one of which is wearable sensors

that are attached to the patient’s body. In 2011,[29], they integrated their

device with smart gloves, which detected the level of motor dysfunction in PD

using smart gloves and assessed the movement of fingers while writing, making

non-invasive approaches more effective and less expensive.

In 2013, Dortar et al. [26] created a handwriting based dataset, which

acquires handwritten signals (on-surface and in-air) using a digitizing tablet

Intuos 4M and presented a template consisting of seven completely different

handwriting tasks with an addition Archimedean spiral drawing task .In this

study, they evaluated three types of features, i.e supported in-air movement,

primarily based on-surface movement and combination of both groups of fea-

tures to effectively diagnose PD. 75 samples in which 38 patients and 37 healthy

subjects were employed. They applied classification using SVM (Support vec-

tor machine) and achieved a classification accuracy of 80% using 16 features

selected from in-air movement. In 2014, [2] Drotar et al., combined various

online in-air and on-surface features by using feature selection techniques and

a support vector machine learning classifier to discriminate PD patients from

healthy controls, attaining an accuracy of 85%. In a subsequent study [10],

The authors achieved 88.13% accuracy using the SVM classifier with radial

kernel for automated diagnosis, working with kinematic and spatio-temporal

handwriting measures as well as handwriting measures including entropy, sig-

nal energy, and empirical mode decomposition. In 2015, authors extended the
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similar work [30], by using a combination of dynamic features and achiev-

ing 89% area under the ROC curve (AUC) for PD classification. In 2016,

authors [31], used online kinematic and pressure features of handwriting to

train different classifiers and achieving 81.3% accuracy with SVM, 78.9% with

AdaBoost classifier, and 71% with KNN, respectively. In the sequence of ex-

periments, authors additionally prompt that performance of identification of

PD depends on the selection of template used. After a year Pereira at al

[32], have acquired the NewHandPd dataset, which includes both off-line im-

ages and on-line signals (extracted from the smart pen). Each person fills

the structure by composing on paper with a digitising pen and drawing four

spirals and four meanders. Diverse machine learning algorithms, such as Con-

volutional Neural Networks (CNN), Support Vector Machines (SVM), Optimal

Path Finder (OPF), Random Forest (RF), and Restricted Boltzman Machines

(RBM), were evaluated, revealing that when on-line data is used, the CNN

ImageNet design could achieve precision of 87.14 % in its best setup, whereas

the SVM achieved the highest performance on off-line data, with an accuracy

of 66.72%

Researchers have not only used handwriting features to classify PD, but

they have also used posture features. In 2014, Graca et al. [3] used mo-

bile devices to predict PD by completing a different tasks (spiral analysis,

gait analysis, tip analysis) in which 35 samples were collected from drawing

Archimedes spiral. They extracted various features (Spatio-temporal , pres-

sure features and gait features) and fed these features to the different classifier

such as C4.5, RipperK and Bayesian network for classification. The reported

accuracy with mentioned classifiers were 86.67%, 80.83% and 87.50% respec-

tively. In 2018, Impedovo et al. [11] used PaHaW [26] database to investigate

those specific dynamic features of the handwriting that can help to idenify

people suffering from PD . They worked on online kinematic features were

employed six classifiers including SVM (RBF, linear), KNN, LDA (Linear Dis-
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criminant Analysis), NB (Gaussian Naïıve Bayes), RF (Random Forest), ADA

(AdaBoost) reporting accuracy’s of 71%, 68%, 67.90%, 66%, 57%, 73%, 61%

on 72 subjects, respectively.

In another valuable research by Angelillo et al. [33] in 2019, the re-

searcher retrieved features from the raw data of different tasks using the Pa-

HaW dataset, which comprises many tasks done by similar subjects, by util-

ising the dynamics of the handwriting process. Techniques such as Shannon

and Renyi entropy, signal-to-noise ratio, and empirical mode decomposition

(EMD) were used to figure both on-surface and in-air horizontal and vertical

parts of handwriting.After extracting features, the prescient capability of every

task is assessed exclusively and the best tasks, i.e. those with the most note-

worthy forecast, are fed into a group of classifiers(SVM, AdaBoost, Logistic

Regression, Linear Discriminant), whose predictions are obtained via major-

ity voting and its achieved highest classification accuracy of 88.33%.In 2019

[34] Cartesian Genetic Programming is a technique for detecting Parkinson’s

disease (PD) by analysing the handwriting of PD patients and healthy con-

trols. The adoption of such an approach is particularly intriguing because it

allows for the inference of explicit classification models while also allowing for

the automatic identification of an appropriate subset of features relevant for

a correct diagnosis. The approach was tested using characteristics collected

from handwriting examples in the PaHaW dataset, which is freely available.

In 2020,Ammour et al. [35] worked on the Arabic Handwriting dataset and

extracted the number of features of different categories like Kinematics on

surface In-air, Mechanical, Inclination, Pen Up features and used the semi-

supervised approach for classification(Clustering and PCA ) obtaining 97.3%

of classification accuracy. In same year Amina Naseer et al. [20] worked on Pa-

HaW dataset and performed features extracted via CNN- Alexnet pre-trained

model.The selected features were fed to SVM classifier for PD identification

and obtained 98.28% of accuracy.In the same year, another research by Is-
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mail Canturk [36] used the Fuzzy recurrence plot (FRP) approach to convert

time-series signals into grayscale surface graphics. For attribute extraction,

these FRPS were fed into two pre-trained deep learning algorithms (AlexNet

and GoogleNet). These collected attributes were passed into k-NN and SVM

classifiers, yielding a 94% promising outcome.

2.2 Offline Features Analysis

In other studies, certain authors did not used any dataset collection

system, they use hand-drawing samples and shapes.In 2015, Pereira et al.

[27] have collected the HandPd is a dataset composed of images extracted

from handwriting exams of 92 people divided into 18 healthy people (Healthy

Group) and 74 patients (Patients Group). They worked on automatic Parkin-

son’s disease diagnosis using spirals and meanders in forms as shown in Figure

3.1, that are then compared with the template for feature extraction, which

was assessed employing three methods: Nave Bayes (NB), Optimum-Path For-

est (OPF), and Support Vector Machines with Radial Basis Function (SVM-

RBF), with the best results on the NB classifier that gave around 79% order

accuracy. This study additionally indicated that meander samples play a very

important role, resulting in higher accuracy than spiral samples.

In 2017, Loconsole at el. [37] used a limited number of features extracted

from EMG (ElectroMyoG raphy) signals obtained at the arm level (time fea-

ture) and scans of traditional paper sheets (vision-based features) by utilising

computer vision and applied an Artificial Neural Network-based classifier em-

ploying a Multi-Objective Genetic Algorithm (MOGA) achieving 95% accu-

racy. In 2018, Khatamino etal. [38] used HandWritten datasets that comprise

of the Static Spiral Test (SST), the Dynamic Spiral Test (DST) and Stability

Test on Certain Point (STCP) of 57 patients and 15 control healthy individu-

als [39].Author used a CNN-based deep learning approach and accomplished a

precision of 88%. In the same year, Momina et al. [13], utilized Convolutional
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Neural Networks(using the Alex-Net pre-prepared model)to extract visual fea-

tures from numerous representations of different graphomotor tests delivered

of 72 subjects (Patient and Health Group ) subjects.These features are fed to

a Support Vector Machine (SVM) classifier accomplishing accuracy of 83%. In

2019, Diaz et al. [40] worked with PAHAW offline data(images) that extracted

features from CNN using a pre-trained VGG16 network. To reduce overfitting,

the authors applied feature selection algorithm before classification.they ap-

plied different classifier (SVM, Random forest) achieved accuracy of 86.76%

and also the examined which handwriting task performed better than other

.Another study by Ribeiro et al. [41] used same dataset for the classification

of PD and used Recurrent Neural Network(RNN) achieving 85% accuracy at

the spiral and 89% on the meander. In 2019, Gupta et al.[42] used PaHaW

off-line hand-drawn Archimedean spiral data and presented a novel distance

based features PD prediction by extracting Fourier Transform based distance

features,Tremor Estimation feature and combined distance-based features and

fed these extracted features to the SVM classifier for classification and the

reported accuracy of 81.66%.

In 2019, another author Rosa et al. [34] proposed an evolutionary ap-

proach to discriminate PD using hand shape analysis .they applied Cartesian

Genetic Programming on a set of static features on HandPD dataset to show

which handwriting template performed better. The results of the experiments

indicated that the features derived by spirals are less informative than those

derived by meanders, and that the global accuracy reached by meander analy-

sis outperforms that of other studies.Their study also showed that, in its best

configuration, the CGP performs better than state-of-the-art techniques for

PD diagnosis proposed in the literature.
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2.3 Summary of related work

Author Year Dataset Handwriting Task Features Analysis
Results

Drotar et al.[26] 2013˜ Parkinson’s
Letters, Words, Sentences and

Archimedean Spiral

Online in-air

Surface Features

SVM 80.09%

Drotar et al.[2] 2014 PaHaW
Letters, Words, Sentences and

Archimedean Spiral

Online in-air and

on-surface Features

SVM 85%

Drotar et al.[10] 2014 PaHaW
Letters, Words, Sentences

and Archimedean Spiral

Online Spatial, Temporal

Kinematic, Entropy,

Signal Energy,

SVM 88%

Graca˜ et al. [3] 2014 Graca’s Dataset Archimedean Spiral
Online Spatial-Temporal

and Pressure Feature

C4.5,

RipperK ,

Bayesian Networks

86.67%

80.83%

87.50%

Dortar et al. [30] 2015 PaHaW
Letters, Words, Sentences

and Archimedean Spiral

Online Spatial, Temporal

Kinematic, Entropy,

EMD and Pressure

SVM ˜89.09%

Pereira et al.[43] 2015 HandPD Archimedean Spiral

Offline Mean Relative

˜Tremor(MRT)

and Spatial Features

Näıve Bayes (NB),

Optimum-Path Forest (OPF),

SVM

78.90%

77.10%

75.80%

Dortar et al. [31] 2016 PaHaW
Letters, Words, Sentences

and Archimedean Spiral

Online˜Kinematic,

Pressure Features

SVM

ADABOOST

K-NN

81.3%

78.9%

71 %

Pereira et al.[27] 2016 NewHandPD
Archimedean Spiral and

Meander

˜Pen-based Features
CNN

OPF

87.1% on

Meander Tasks

Laconsole et al.[37] 2017
Laconsole

Dataset

Sentence, repetitive loops Online and Offline features ANN 95%

Impedovo et al.[11] 2018 PaHaW
Letters, Words, Sentences

and Archimedean Spiral

Spatial, Temporal

Kinematic, Entropy,

Signal Energy, EMD, Pressure

SVM (RBF, Linear),

KNN, LDA

NB , RF ,AdaBoost

71% 68%

67.90% 66%

57%% 61%

Table 2.1: Summary of related works on Handwriting based Parkinson Pre-

diction 2.1
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Author Year Dataset Handwriting Task Features Analysis
Results

Khatamino et al.[38] 2018˜ HW dataset Archimedean Spiral Dynamic and Visual features CNN 88%

Angelillo et al.[44] 2019˜ PaHaW
Letters, Words, Sentences

and Archimedean Spiral

Online Spatio-Temporal

Kinematic

SVM, AdaBoost,

Logistic Regression,

Linear Discriminant

88.33%

Ribeiro et al.[41] 2019 New HandPD
Archimedean Spiral and

Meander

Kinematic , Spatio-Temporal RNN
85% (Spiral)

89%(Meander)

Diaz et al.[40] 2019 PaHaW
Letters, Words, Sentences

and Archimedean Spiral

CNN based Visual Features SVM 86.76%

Parziale et al.[45]

2019

HandPD
Archimedean Spiral

and Meander

Offline Mean Relative

Tremor and

Spatial Features

SVM

Decision Tree

Random Forest

73.63%

Gupta et al.[42] 2019 PahaW Archimedean Spiral Spatial Features SVM 81.66%

Alae et al.[35] 2020 Arabic Dataset Arabic Text
Online Kinematics on surface/In-air

Mechanical, Inclination, Pen Up.

Clustering and Principal

Component Analysis(PCA)

97.3%

Amina et al.[20] 2020 PaHaW
Letters, Words, Sentences

and Archimedean Spiral

CNN(Alex-net) based

Visual Features

SVM 98.28%

Ismail et al.[36] 2020 HW dataset Archimedean Spiral
CNN based Visual Features

using AlexNet or GoogleNet

SVM

KNN

98.28%

Table 2.2: Summary of related works on Handwriting based Parkinson Pre-

diction 2.2
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2.4 Benchmarking Datasets

In any research domain, the availability of datasets is one of the key

requirements for the analysis of neurological disease.Collection of datasets is

a very difficult activity in medical field since it presents a particular problem

for selecting participants, choosing a acquisition device, and finding the most

suitable handwriting tasks. The number of dataset use for the prediction of PD

are discussed below. In this section, the datasets that are used by in pervious

techniques to evaluate their approaches have been reviewed.

• PAHAW Dataset: This dataset consists multiple handwriting sam-

ples from 37 people with Parkinson’s disease (19 men/18 women) and

38 healthy people (20 men/18 women). The samples came from the

Movement Disorders Center at Masaryk University’s First Department

of Neurology and St. Anne’s University Hospital in Brno, Czech Re-

public. Each participant was given eight handwriting assignments to

complete at their own pace. The signals were captured using a Wacom

Intuos 4M digitising tablet with a sampling rate of 150 Hz. Each in-

dividual perform eight tasks according to template illustrated in Figure

2.1

Figure 2.1: Template proposed by [2]
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• HandPD dataset: This dataset contains 92 individuals, 18 of Healthy

Group and 74 of Patients Group, the latter being composed of people

suffering from Parkinson’s Disease (PD). Botucatu Medical School, So

Paulo State University - Brazil, gathered the handwritten exams. The

main task includes filling out a form that consists of four spirals and four

meanders.[27] as shown in Figure 2.2

Figure 2.2: HandPD Dataset tasks

• NewHandPD Dataset: This dataset is composed of 66 individuals

that are obtained from 35 Parkinson’s patients (21 males and 10 females)

and 31 healthy subjects (18 males and 17 females).Every individual was

approached to draw 12 exams, 4 spirals, 4 meanders, 2 circled movements

(one circle in the air and another on the paper). Some handwritten dy-

namics features were likewise recorded utilizing an advanced pen, having

images from 4 spirals,4 meanders ,4 circles and signals for all 12 exams.So

every individual sample includes 9 images and 12 signals.[46]

• Graca et al. Dataset In 2014, Graca et al. [3] used mobile devices to

predict PD by completing a different tasks (spiral analysis, gait analysis,

tip analysis) in which 35 samples were collected from drawing Archimedes

spiral as shown in Figure 2.3.They allow the user to perform the task on
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a mobile screen because it’s easy to manage.

Figure 2.3: Image sample of grace et al.[3] dataset

• Arabic Handwriting Dataset: Arabic Handwriting dataset used for

PD prediction with 28 Parkinson’s patients and 28 healthy subject. This

data set completed with three tasks shown in Figure 2.4.

Figure 2.4: Arabic Handwriting dataset

• The Hand written Dataset: The Hand-Written (HW) dataset was

gathered at Istanbul University’s Cerrahpasa Faculty of Medicine’s De-

partment of Neurology[26, 47]. This dataset contains time-series data

from handwriting spiral exams of individuals in two groups: healthy
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people and Parkinson’s disease. The dataset contains 72 individuals, 57

of whom are patients and 15 of whom are healthy controls. Exams are

provided to everyone in the same way (recommend to draw inward to

outward). As illustrated in Figure 2.5, it consists of three types of hand-

writing tests: the Static Spiral Test (SST), the Dynamic Spiral Test

(DST), and the Stability Test on Certain Point (STCP).

(a) SST Test (b) DST Test

Figure 2.5: Hand Written dataset

• Mirjana et al dataset In this study[48],There were 43 participants

in total: 33 patients with Parkinson’s disease and ten healthy controls

(HC). This dataset consists of 4 tasks,

1. Writing a sentence between two lines( a distance of 1 cm when

looking at the laptop)

2. Typing a sentence between two lines(a distance of 1 cm, with the

monitor out of sight)

3. Writing a paragraph without space restriction while looking at the

screen
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4. Writing a sentence without space restriction, with the monitor out

of sight

Figure 2.6: Signal Tasks.

2.5 Summary

This chapter presented an overview of the techniques presented for the

identification of PD using handwritten analysis.Recent studies primarily target

both static and dynamic features or selected features to enhance the over

all performance, to the best of our knowledge, no investigations have been

carried out to study the relationship between the template under study and

the computed features.Our study will combined both A summary of related

works (2013-present) can can be seen in Table
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CHAPTER 3

METHODOLOGY

In the preceding chapter, significant contributions in the field of Parkin-

son disease identification using handwriting analysis was discussed. In most

situations, the discovered attributes are mapped to computational features de-

rived from known templates and input into a classifier to identify whether or

not PD exists. The drawing or handwriting template under study is a key

aspect in determining the type of features to use. While past research has

focused on combining features or decisions from various templates to improve

overall performance. In this chapter, the methodology used for feature rele-

vance analysis for the identification of PD through handwriting is explained

in length. Workflow for proposed approach is shown in Figure 3.1. The goal

of our proposed system is to assess the optimal set of features and to study

which features are better suited to specific templates.

Figure 3.1: Proposed Approach.
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3.1 DataSet

Data acquisition is a very difficult task when it comes to medical prob-

lems. In our research, we used the Parkinson’s Disease Handwriting Database

(PaHaW). This database consists of samples obtained from 37 Parkinson’s pa-

tients (19 males and 18 females) and 38 healthy subjects (20 males and 18

females). All members involved in PD diagnosis enlist from the movement

disorder center at The Department of Neurology, Masaryk University, and St.

Annes Hospital in Smo, Czech Republic. And all samples write in the native

language of the participants and the participant completed all tasks according

to the template. All tasks are the following:

1. Drawing an Archimedes spiral

2. Writing in cursive the letter l

3. The bigram le

4. The trigram les

5. Writing in cursive the word lektorka (“female teacher” in Czech)

6. porovnat (“to compare”)

7. nepopadnout (“to not catch”)

8. Writing in cursive the sentence Tramvaj dnes uz nepojede (“The tram

won’t go today”)

20



Figure 3.2: PAHAW template.

3.2 Acquisition Device

The number of devices used for data acquisition, in our problem the

authors used Wacom Intuos 4 M digitizer or digital pen for data collection

shown in Figure 3.3, some patients may be unfamiliar with the device, so

patient writing on paper, the paper is set on the digitizer. By this device,

some useful features have been acquired: (x-y) the coordinate of the pen moves

in a different direction, the time stamps, the pen Orientation (azimuth and

altitude) and the pressure, and if the pen moves in-air the button state is 0

otherwise (on the surface) the button state is 1. All the features reported are

the numeric values shown in Figure 3.3

3.3 Data Prepossessing

The Acquisition Device discusses in the previous section use for collect-

ing the pen-based data. These included all of the functional attributes that

could be used for the derived kinematics features. All of these features are

sequentially measured within the same time intervals. In Literature, most au-

thors work with these sequential features and measure only mean values, and

then feed them to the model[2]. But when they transform the sequential value
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(a) Digitized smart pen (b) Features Acquire by device

Figure 3.3: Feature acquired using digitized pen

into mean values, the beneficial information is lost. Therefore, in this study,

we use all sequential values and give the classifier as it is an emphasis on the

output of sequential data analysis.

3.4 Features Extraction

In this section extracted features employed, offline and online features of

handwriting discuss in a later section.

3.4.1 Online Features

Online features provide valuable information for the diagnosis of PD.

In our research, we are working on online features that have been calculated

from raw data in the PaHaW database. There are a variety of features: (x-y)

coordinate, azimuth, altitude, pressure, timestamp, button status. By using

these features, new features derived such as velocity, acceleration, distance

and also calculated the mean, standard deviation, median, 10th, and 90th

percentile of the whole signal acquired by the device give it to the predictor
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classifier.

3.4.2 Offline Features

In offline features, these features are derived by handwriting and hand-

drawing. Some researchers used offline functionality instead of online attributes[27].

In 2015, Pereira used the hand-drawing shape to extract the features. In our

case study, we used the dortar et al. dataset.[2] The original dataset contains

online features extracted from the device (X, Y coordinates, button states,

pressure) so that we can convert all online features to images, online features

in the form of numeric data, and by plotting x, y coordinates into images

shown in Figure 3.5

Figure 3.4: Offline image of the Archimedean spiral (a): Healthy Subject (b):

Parkinson Patient

All attributes or features of the dataset includes information about PD

and healthy subject, by using visualization techniques and apply different fil-

ters on images for features extraction and enhanced the dataset because origi-

nal image not enough to train the dataset. We feed the images to pre-trained

model VGG16 and extracted features from the last FC layers which contain

4096 features.

• VGG16

Visual Geometry Group at Oxford introduces Vgg16. This is a 16-

layer convolutional neural network. The model uses a set of pre-trained
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weights from ImageNet. In ImageNet, a dataset of over 14 million im-

ages belonging to 1000 classes, the model achieves 92.7 % accuracy. The

default RGB image input size for the VGG16 model is 224 x 224 pixels

with three channels.The used architecture of VGG16 is summarized in

Figure 3.5.

Figure 3.5: VGG16 Architecture.

3.5 Feature Selection

Feature selection is the process of selecting relevant and informative fea-

tures with the motivation of data/feature set reduction, performance improve-

ment, and data understanding[49]. The primary goal of a feature selection

procedure would be to find the features (or feature components) that are useful

in identifying the presence and absence of PD. Filter, wrapper, and embedding

approaches are the three basic kinds of feature selection algorithms[50]. Gener-

ation, evaluation, stop criterion, and validation are the four key processes of a

feature selection approach. A search strategy is used in the generation process

to obtain a subset of features (usually utilising forward selection, backward re-

moval, bidirectional, and other methods). The efficiency of the resulting subset

is then evaluated using an evaluation criterion, which might be independent

(filter) or dependent (measurement) (wrapper). After each iteration, a stop-
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ping condition is examined to decide when the selection process should be

terminated. Typical criteria involve achievement of optimal subset or bounds

on a number of features or iterations etc. Once the stopping condition is met,

the resultant subset of features can be confirmed [51].

For our problem, we employed a genetic algorithm (GA), a wrapper ap-

proach a Correlation, a filter approach for feature selection.

3.5.1 Genetic Algorithms

Genetic algorithm is one of the most advanced feature selection algo-

rithms. It is a stochastic function optimization method based on natural ge-

netics and biological evolution mechanics.In nature, organisms’ genes tend to

evolve through generations to improve their ability to adapt to their surround-

ings. It acts on a population of individuals to better approximations over time.

A state diagram for the feature selection process with the genetic algorithm is

shown in Figure 3.6 .

Figure 3.6: Genetic Algorithm.
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As with natural adaptation, this process results in the evolution of pop-

ulations that are better suited to their environment than the individuals from

which they were formed. This technique has an advantage over others in that

it permits the best answer to emerge from the best of previous solutions. In

this study, we used the basic application of genetic algorithms as the objective

of our system is to select an optimal set of features that provides better perfor-

mance than all features. We will first analyze the relevance of the features i.e

97 online and 4096 offline features. The GA is used to generate individuals of

length (97 & 4096) and the set bits are used to select the respective features.

We executed the GA ten times and extracted features that are almost selected

every time we runs GA.We used the following parameters for GA:

• Population Size: 50,

• Crossover Rate: 0.5,

• Mutation Rate: 0.2,

• Selection Rule: logistic regression

• Number of Generations: 10.

The initial population is generated at random. The fitness function is

used to evaluate the chromosomes in each generation, with the present popula-

tion’s fitness values being utilized to find the offspring of the next generation.

When the specified number of generations has been evaluated, the procedure

comes to an end. The best individual of the final generation determines the

selected feature subset. The division of online and offline features according

to their relevance is explained in the next Chapter 4.

3.5.2 Correlation

Another approach for feature selection is Correlation. It’s a metric for

determining the degree of linear correlation between an input feature and an
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output feature. It has a range of +1 to -1, with 1 denoting total positive

correlation and -1 denoting total negative correlation. As high correlation

features are more linearly dependent, they have roughly the same impact on the

dependent variable. When there is a strong correlation between two features,

one of them may be dropped. The correlation mathematical formula is shown

in 3.5.2.

PX,Y =
COV (X, Y )

σXσY

3.6 Classification

Classification is an important part of research because evaluating the

quality of the literature, we are providing the best results on this disease. In the

literature survey, many techniques used for classification the most commonly

used help vector machine, Random forest, Naive Bayes, neural networks, etc.

Some researchers used a combination of classifiers and often used several neural

networks to improve overall accuracy. In our implementation, we use three

classifiers support vector machines.We applied this classifier on online and

offline features data extracted by the feature relevance method.

3.6.1 SVM

SVM (Support Vector Machine) is a supervised machine learning model

for binary and regression problem classification. Each data item is represented

as a point in n-dimensional space (where n is the number of features), with

the value of each feature being the value of a certain position in the SVM

algorithm[52]. In general, SVM is divided into two types: linear and non-

linear. A linear SVM computes a linear decision boundary using a linear

kernel. Figure 3.7 shows a two-dimensional data example of a linear SVM.
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Figure 3.7: SVM classifier.

For higher dimensions, planes or hyper-planes are computed. A Non-

linear SVM (Figure 3.8) uses a non-linear kernel.

Figure 3.8: SVM classifier.

There are various classification algorithms used in machine learning, but

we only utilised SVM because it is superior than most of them because it has

a lower computational complexity and delivers faster predictions with higher

accuracy. Different classifiers, such as Navies Bayes, Decision Trees, and oth-

ers, have been employed in studies, but SVM has shown to be more promising

than the others..

3.7 Summary

In this chapter discuss the detail of the PaHaW dataset used in our

study and present the online and offline extracted features. A brief overview

of feature selection and SVM classifier examined our work is also present. In

the next chapter, we will discuss the results and different experiments.
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CHAPTER 4

ANALYSIS & RESULTS

This chapter describes the specifics of all experiments, computes the ef-

ficiency of the different models, and examines the effectiveness of extracted

features in each task to identify the presence and absence of PD. All exper-

iments performed by Drotar et al. dataset(PaHaW) are presented in section

2.4. In this chapter, we first discussed training and testing data and then show

results using Feature selection techniques and classification models.

4.1 Training Test Datasets

The PaHaW dataset contains 75 sample files, all of which are used for

the experiment (37 Parkinson’s patients and 38 healthy subjects). When we

extracted the features from 75 samples, we used folding techniques for rotating

75 samples, In our scenario, we divide 75 sample data into fivefold. By using

this technique, we are able to estimate the skill of our model on unseen data.

4.2 Performance Metrics

The functionality of the proposed system is evaluated by using standard

measures of accuracy. Each of these is briefly described and figure out the

accuracy of each task with the optimal set of features using SVM Classifier.

We discussed the Standard measures are as follows.

• True Positive Data instance belongs to a specific class and is correctly
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classified by the algorithm that data belongs to the same class. In the

case of PD identification, a PD subject is correctly classified as PD.

• False Negative The algorithm detects that the data does not pertain

to a specific class, however it belongs to that class. In other words, a PD

subject is wrongly classified as Healthy.

• False Positive The data instance does not belong to a specific class, but

it is incorrectly identified by the algorithm as belonging to that class. In

this case, a healthy subject is wrongly classified as a patient.

• True Negative The algorithm identifies that data does not belong to

a specific class; however, the data actually belongs to another class. In

this case, a healthy subject is correctly classified as healthy.

4.2.1 Accuracy

The accuracy calculate the ability of overall system to precisely classify

the PD patient and healthy subject.

Accuracy =
TP + TN

TP + TN + FP + FN

4.3 Results and Discussion

In this chapter, we will explain the performance of the system,we present

the accuracy of every single task with all features and relevance features set

and then fed it to the classifier discussed in chapter 3.6. There are different

sets of experiments used for classification with online data and offline data.
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4.3.1 Results on all features (Online and Offline)

In this experiment, we simple classification model was applied on every

single task for classification and the result mentioned in the below table 4.1

Tasks
Online Features

(97)

Offline Features

(4096)

Archimedean Spiral 57% 57%

Repetitive(l) 60% 43%

Repetitive(le) 62% 57%

Repetitive(les) 60% 64%

Word(leplorka) 50% 64%

Word(porovnal) 53% 50%

Word(nepopadnoul) 47% 64%

Sentence 67% 64%

Overall Accuracy 57% 58%

Table 4.1: Task-Wise Accuracy on All Features
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4.3.2 Results Using GA Technique (Online and Offline)

In this experiment, we applied the Genetic Algorithm (GA) Feature se-

lection technique on each task features set and extracted the optimal feature

subset. We performed 10 iterations to determine specific features that were se-

lected almost every time we runs the Genetic Algorithm. We fed these selected

features data to a machine learning classifier i.e. SVM for PD classification and

the obtained result after Genetic feature selection techniques are mentioned in

the below table 4.2,4.3

Tasks No of Features Selected SVM

Archimedean Spiral 6 78%

Repetitive(l) 8 74%

Repetitive(le) 5 75%

Repetitive(les) 8 80%

Word(leplorka) 5 60%

Word(porovnal) 5 80%

Word(nepopadnoul) 5 74%

Sentence 6 73%

Overall Accuracy 74%

Table 4.2: GA Online Features Results
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Tasks No of Features Selected SVM

Archimedean Spiral 65 86%

Repetitive(l) 21 71%

Repetitive(le) 38 64%

Repetitive(les) 33 78%

Word(leplorka) 114 71%

Word(porovnal) 45 71%

Word(nepopadnoul) 39 71%

Sentence 129 72%

Overall Accuracy 79%

Table 4.3: GA Offline Features Results
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4.3.3 Results using Correlation technique(Online and Offline)

In this experiment, we build a correlation matrix, which examines the

correlation of all features (for all possible feature combinations). We selected

highly correlated features by setting a threshold of 0.5, It removed the first

feature that is correlated with anything else without any other insight. We

removed these highly correlated features and selected the features which are not

highly correlated columns and have an absolute correlation smaller than 0.5.

We fed these selected features data to a machine learning classifier i.e. SVM

for PD classification. The obtained result after Correlation feature selection

techniques are mentioned in the below table 4.4,4.5

Tasks No of Features Selected SVM

Archimedean Spiral 14 64%

Repetitive(l) 17 61%

Repetitive(le) 21 70%

Repetitive(les) 17 61%

Word(leplorka) 16 61%

Word(porovnal) 20 70%

Word(nepopadnoul) 19 53%

Sentence 20 78%

Overall Accuracy 64.75%

Table 4.4: Correlation Online Feature Results
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Tasks No of Features Selected SVM

Archimedean Spiral 2172 79%

Repetitive(l) 1874 86%

Repetitive(le) 1187 87%

Repetitive(les) 1862 71%

Word(leplorka) 1725 89%

Word(porovnal) 1931 87%

Word(nepopadnoul) 1801 71%

Sentence 1759 64%

Overall Accuracy 79%

Table 4.5: Correlation Offline Features Results
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4.3.4 Combined features result analysis

In this experiment, firstly we employed task-wise classification by com-

bining all online and offline features. We also combined both online and offline

features after feature selection and performed task-wise classification. and the

obtained results are mentioned in the table below 4.6

Task
All Features

Accuracy

Selected Features

Accuracy (GA)

Selected Features

Accuracy(Correlation)

Archimedean Spiral 59% 81.67% 72%

Repetitive(l) 52% 78.32% 74%

Repetitive(le) 61% 74.32% 78%

Repetitive(les) 62% 75.24% 66%

Word(leplorka) 57% 76.35% 75%

Word(porovnal) 54% 74.11% 78%

Word(nepopadnoul) 55% 76.08% 63%

Sentence 66% 83.57% 71%

Table 4.6: Combined Features Result Analysis

Figure 4.1: Comparison between all and selected features accuracy on online

features
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Figure 4.2: Comparison between all and selected features accuracy on offline

features

Figure 4.3: Comparison between all and selected features accuracy on com-

bined features

To further, establish the viability of the proposed model we compare with

the studies on task-based selection in table 4.8. All of the studies have utilized

the PaHaW dataset for the assessment of the proposed method. The authors

in [30, 13] have employed several static and dynamic features extraction tech-

niques to predict PD using PaHaW dataset. We use combined features of

handwriting to demonstrate their use in identifying the presence or absence of

Parkinson’s disease.The accuracies reported in different experiments are com-

parable to those reported in the literature.
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Task Impedevo et al [11] Angelilo et al [44] Diaz et al [40] Momina et al [53] Proposed Technique

Archimedean Spiral 54.67% 53.75% 75.00% 89.64% 81.67%

Repetitive(l) 61.80% 67.08% 64.16% 75.00% 78.32%

Repetitive(le) 72.28% 62.50% 58.33% 73.75% 74.32%

Repetitive(les) 55.28% 57.91% 71.67% 72.32% 75.24%

Word(leplorka) 59.80% 54.58% 75.41% 79.46% 76.35%

Word(porovnal) 63.71% 56.75% 63.75% 74.46% 74.11%

Word(nepopadnoul) 60.98% 61.67% 70.00% 79.28% 76.08%

Sentence 71.95% 70.40% 67.08% 81.42% 83.57%

Table 4.8: Comparison with existing studies

We discussed our result according to the most effective features set on the

specific task in PaHaW dataset. We observed features extracted from GA give

a better classification performance (77.46% global accuracy) using an SVM

classifier than features extracted from correlation selection techniques. Never-

theless, considering the very limited amount of text (drawing) available in each

task, the realized accuracies are indeed promising. Comparing the performance

of different tasks, it can be observed that after feature selection Sentence task

has the highest accuracy in overall experiments. The Archimedean spiral tasks

achieved second highest accuracy in overall experiments. The word-based tasks

”porovonal, nepopadnoul,leplorka,” task provides remarkably similar results.

On the other hand,repetitive letter tasks ”l” and ”les” obtained the highest ac-

curacy ”le” have the lowest accuracy. ”le” tasks were comparatively obtained

less effectively than other tasks in our proposed system.
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4.4 Summary

This chapter presents the details of all experiments carried out to prove

our thoughts to bring up in this research. We used feature relevance method-

ologies to evaluate the performance of features online and offline individually,

then integrated both types of features and applied SVM for classification.

Task-wise accuracy was used in these investigations, and the system was com-

pared against others in the literature.
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CHAPTER 5

CONCLUSION & FUTURE WORK

The potential for handwriting features to indicate Parkinson’s disease is

discussed in this study. The literature has looked at both online and offline

features, however, in our study, we used a combination of online and offline

features and extracted a set of features that performed better on a specific

task template This study does not deny previous research on online and of-

fline features; rather, it enhances the author’s expertise and demonstrated the

utility of both online and offline features. we explore the feature relevance

techniques to detect offline and online features. Evaluation on a standard data

set (PAHAW), our proposed system reports overall accuracy of 77.46% when

we combined both features and applied feature selection. Another an impor-

tant aspect of our studies is that we explained which templates perform better

after feature selection.

In conclusion, we have demonstrated that such a method could be ben-

eficial to clinicians in the diagnosis of Parkinson’s disease since it allows them

to select the most important features of the disease and, as a result, develop a

set of guidelines for defining fresh testing protocols. This work will be used to

guide future work and research in this field because of the performance metric

across numerous datasets.

40



REFERENCES

[1] T. Booth, M. Nathan, A. Waldman, A.-M. Quigley, A. Schapira, and

J. Buscombe, “The role of functional dopamine-transporter spect imaging

in parkinsonian syndromes, part 1,” American Journal of Neuroradiology,

vol. 36, no. 2, pp. 229–235, 2015.

[2] P. Drotár, J. Mekyska, I. Rektorová, L. Masarová, Z. Smékal, and
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Tatò, G. Losavio, and V. Bevilacqua, “Computer vision and EMG-based

handwriting analysis for classification in Parkinson’s disease,” in Interna-

tional Conference on Intelligent Computing, pp. 493–503, Springer, 2017.
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CHAPTER 1 INTRODUCTION Parkinson’s disease is the second most common neurologi- cal disorder after Alzheimer’s [1].
Parkinson’s disease (PD) affects around 10 million persons globally [2].PD affects 1–2 per 1,000 of the population [3, 4].PD
affects 1% of the population over the age of 60, but is uncommon in people under the age of 50 [4, 5]. The prevalence of
Parkinson’s disease rises with age, reaching around 4% in the oldest age groups [5, 6]. These prevalence rates are ex-
pected to any increase because of the population[7]. Parkinson Disease (PD) is characterized by motor symptoms and non-
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motor symptoms including akinesia, bradykinesia, rigidity, and tremor, postural imbalance and vocal disabilities [8, 9].
Traditional di- agnostic procedures for the diagnosis of PD include neuroimaging strategies such as SPECT and CT scans,
shown in Figure ??, which shows vital potential within the determination of PD however needs expensive instrumentality.
Furthermore, these strategies are com- pelling only when the disease has progressed to the final stage, further highlighting
the complexities of PD analysis.[10].According to clinicopathological research [11, 7],up to 25% of PD patients are
misdiagnosed within last stages of their illness. As a result, there’s a lot of work being done to develop accurate systems for
detecting and diagnosing Parkinson’s disease in its early stages. Figure 1.1: SPECT scanning of PD patient. With the
advancement of technology, researchers are able to propose many solutions and decision support systems to identify the
early stage of PD patients. Some of the studies [12] used sig- nal acquisition through wearable sensors monitoring free
muscular movements to predict PD, while other studies [13] used breath or voice analysis [14, 15, 16, 17] to predict PD.
Voice processing for diagnosis of PD offered very promising results by achieving 98% overall classification accuracy [18]
Likewise, Bradykinesia(slowness of movement), in the literature is directly related to handwriting. Some of the recent studies
[19, 20] recommended that handwriting is often used as a good tool for early diagnosing of PD and a few preliminary pieces
of knowledge suggest that handwriting would possibly function as a diagnostic marker for PD diagnosis by iden- tifying
micrographia. The idea is illustrated in Figure 1.2 where a PD subject attempts to write a sentence, over the period of time,
handwriting starts deteriorating. Initially, the size of the letters and horizontal alignment are fine. However, it becomes hard
for the PD subject to maintain the size and alignment of words, and the words at the end are almost impossible to read.
Figure 1.2: Handwriting of patient suffering with Micrographia. Tremors damage handwriting because the involuntary oscil-
lating movement of one or more body parts of the patient, as de- picted in Figure.1.3, causes the hands or fingers to twitch
slightly while the patient writes or draws something. Figure 1.3: Subject with Parkinson’s disease (b) healthy subject. Another
symptom known as Bradykinesia is in which the pa- tient’s handwriting speed is slow and the graphomotor task takes longer
time than usual. Some researchers collected data using gad- gets (digitizers or tablets), while others used hand-drawing
shapes to come up with solutions and hypotheses for their study. Several preliminary studies have suggested that
handwriting can be used as an effective non-invasive tool for the early diagnosis of PD. So, based on these considerations
we have attempted to develop a sys- tem that is specifically designed for early detection of Parkinson’s disease. As a result,
we’ll use Drotar et al dataset that is intended for Parkinson’s disease patients. 1.1 Problem Statement Identification of
Parkinson’s disease through modalities like handwriting or speech has been thoroughly investigated in the lit- erature. The
correlation between PD and changes in writing pat- terns has also been established in a number of studies [21, 10]. From the
perspective of handwriting analysis, a number of static (offline) [10] and dynamic (online) [21] features have been identified
that can serve as effective indicators of PD. Combining online and offline features are also known to improve the identification
perfor- mance [21]. In most cases, the identified attributes are mapped to computational features which are extracted from
established tem- plates and are fed to a classifier to determine the presence or ab- sence of PD. An important factor in
choosing the type of features is the drawing or handwriting template under study. While the previous studies primarily target
combining features or decisions on multiple templates to enhance the overall performance, to the best of our knowledge, no
investigations have been carried out to study the relationship between the template under study and the computed features.
Dynamic information could be more useful for certain templates while for others, static or visual information can provide
useful clues. The proposed research is aimed at feature relevance analysis for the identification of PD through handwriting.
More specifically, we intend to carry out a comprehensive study using different feature selection techniques to assess the 
optimal set of features for this problem. Furthermore, some features may be more appropriate with specific templates hence
we also aim to study which features are more informative as a function of the template from which they are extracted. 1.2
Research Objectives The objectives of Research include the following. • To combine the online and offline attributes of writing
and study the system performance • To study the relevance of both static and dynamic features of handwriting in
identification of PD. • To investigate the performance of different features as a func- tion of acquisition template and identify
the relevant set of features for a given template. 1.3 Research Contributions The research carried out in this study has
resulted in the de- sign and development of a a system that predicts Parkinson disease through computerized analysis of
handwriting The main purpose of the proposed study is to design and development a system that can predict Parkinson’s
disease by use of computerized handwriting analysis. The key contribution of the research is the manipulation of the offline
and online features to identify a relevant set of fea- tures that can predict the absence and presence of PD. In case of no
availability of specialized hardware devices to directly cap- ture online handwriting, offline attributes can be useful Features
extracted from control subjects and PD patients are fed to feature selection techniques to assess the optimal set of features,
and that optimal set of features is then fed to a learning algorithm to learn to discriminate between the two classes. 
Artificial Neural Network (ANN) and Support Vector Machine (SVM) classifiers are investi- gated for this purpose. Experiments
on a benchmark dataset report promising classification rates. 1.4 Thesis Organization This document is organized as follows.
Chapter 2 presents a discussion on the work related to prediction of Parkinson disease from handwriting Chapter 3 describes
the method that we have adopted in order to achieve the objectives along with the key con- cepts behind the approaches.
Chapter 4 outlines the metrics used to test our methods, describes the experiments, presents the find- ings we obtained and
their interpretation. Chapter 5 incorporates the concluding remarks and recommendations for future work. CHAPTER 2
LITERATURE REVIEW Parkinson’s disease is caused by the loss of pigmented neu- rons in the midbrain region’s substantia
nigra, which control muscle movements. Dopamine, a neurotransmitter involved in the control and regulation of body 
movements, is reduced when these neurons are lost. This causes tremors, sluggish movements, hypertonia, and balance
issues. [22] These symptoms have an effect on the individ- ual’s hand-wrist movements, which have a negative impact on his
or her handwriting. Computer-aided handwriting analysis allows for the identification of prospective patterns that may be
useful in the detection and classification of Parkinson’s disease.Several studies[19, 23] have been published that indicate
handwriting the analysis is an effective tool for PD diagnosis. Many handwriting features were proposed in the in the writing
for the identification of PD[10, 23, 24, 25]. Based on their technique of knowledge acquisi- tion, extracted features can be
classified into two types: Static and Dynamic. Static features will be taken from offline handwriting samples, whilst dynamic
features will be derived from online hand- writing samples. These studies used a variety of machine learning techniques to
examine the static and dynamic features’ ability to discriminate PD. In this chapter, we will discuss related work on
handwriting analysis and potential strategies used for early Parkin- son’s prediction. 2.1 Online Features Analysis Handwriting
requires the participation of various body parts such as fingers, arms and also includes our motor neurons, a healthy person
manages the participation of all parts for the writing task, however when we perform a writing task to the patient, the motor
neurons do not function properly.A number of solutions for de- tecting Parkinson’s disease and other similar disorders have
been developed in recent years, one of which is wearable sensors that are attached to the patient’s body. In 2011,[26], they
integrated their device with smart gloves, which detected the level of motor dysfunc- tion in PD using smart gloves and
assessed the movement of fingers while writing, making non-invasive approaches more effective and less expensive. In
2013, Dortar et al. [23] created a handwriting based dataset, which acquires handwritten signals (on-surface and in-air)
using a digitizing tablet Intuos 4M and presented a template consisting of seven completely different handwriting tasks with
an addition Archimedean spiral drawing task .In this study, they evaluated three types of features, i.e supported in-air
movement, primarily based on-surface movement and combination of both groups of fea- tures to effectively diagnose PD.
75 samples in which 38 patients and 37 healthy subjects were employed. They applied classification using SVM (Support
vector machine) andachieved a classification accuracy of 80% using 16 features selected from in-air movement. In 2014,
[27] Drotar et al., combined various online in-air and on- surface features by using feature selection techniques and a sup-
port vector machine learning classifier to discriminate PD patients from healthy controls, attaining an accuracy of 85%. In a
subse- quent study [7], The authors achieved 88.13% accuracy using the SVM classifier with radial kernel for automated
diagnosis, work- ing with kinematic and spatio-temporal handwriting measures as well as handwriting measures including 
entropy, signal energy, and empirical mode decomposition. In 2015, authors extended the sim- ilar work [28], by using a
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combination of dynamic features and achieving 89% area under the ROC curve (AUC) for PD classifi- cation. In 2016,
authors [29], used online kinematic and pressure features of handwriting to train different classifiers and achieving 81.3%
accuracy with SVM, 78.9% with AdaBoost classifier, and 71% with KNN, respectively. In the sequence of experiments, au-
thors additionally prompt that performance of identification of PD depends on the selection of template used. After a year
Pereira at al [30], have acquired the NewHandPd dataset, which includes both off-line images and on-line signals (extracted
from the smart pen). Each person fills the structure by composing on paper with a digitising pen and drawing four spirals and
four meanders. Di- verse machine learning algorithms, such as Convolutional Neural Networks (CNN), Support Vector
Machines (SVM), Optimal Path Finder (OPF), Random Forest (RF), and Restricted Boltzman Ma- chines (RBM), were 
evaluated, revealing that when on-line data is used, the CNN ImageNet design could achieve precision of 87.14 % in its
best setup, whereas the SVM achieved the highest perfor- mance on off-line data, with an accuracy of 66.72% Researchers
have not only used handwriting features to clas- sify PD, but they have also used posture features. In 2014, Graca et al. [31]
used mobile devices to predict PD by completing a different tasks (spiral analysis, gait analysis, tip analysis) in which 35
samples were collected from drawing Archimedes spiral. They extracted various features (Spatio-temporal , pressure features
and gait features) and fed these features to the different classifier such as C4.5, RipperK and Bayesian network for
classification. The re- ported accuracy with mentioned classifiers were 86.67%, 80.83% and 87.50% respectively. In 2018,
Impedovo et al. [8] used PaHaW [23] database to investigate those specific dynamic features of the handwriting that can
help to idenify people suffering from PD . They worked on online kinematic features were employed six clas- sifiers including
SVM (RBF, linear), KNN, LDA (Linear Discrimi- nant Analysis), NB (Gaussian Naiïve Bayes), RF (Random Forest), ADA
(AdaBoost) reporting accuracy’s of 71%, 68%, 67.90%, 66%, 57%, 73%, 61% on 72 subjects, respectively. In another
valuable research by Angelillo et al. [32] in 2019, the researcher retrieved features from the raw data of different tasks using
the PaHaW dataset, which comprises many tasks done by similar subjects, by utilising the dynamics of the handwriting pro-
cess. Techniques such as Shannon and Renyi entropy, signal-to- noise ratio, and empirical mode decomposition (EMD) were
used to figure both on-surface and in-air horizontal and vertical parts of handwriting.After extracting features, the prescient
capability of every task is assessed exclusively and the best tasks, i.e. those with the most noteworthy forecast, are fed into
a group of clas- sifiers(SVM, AdaBoost, Logistic Regression, Linear Discriminant), whose predictions are obtained via majority
voting and its achieved highest classification accuracy of 88.33%.In 2019 [33] Cartesian Ge- netic Programming is a
technique for detecting Parkinson’s disease (PD) by analysing the handwriting ofPD patients and healthy con- trols. The
adoption of such an approach is particularly intriguing because it allows for the inference of explicit classification models
while also allowing for the automatic identification of an appropri- ate subset of features relevant for a correct diagnosis. The
approach was tested using characteristics collected from handwriting exam- ples in the PaHaW dataset, which is freely
available. In 2020,Am- mour et al. [34] worked on the Arabic Handwriting dataset and extracted the number of features of
different categories like Kine- matics on surface In-air, Mechanical, Inclination, Pen Up features and used the semi-supervised
approach for classification(Clustering and PCA ) obtaining 97.3% of classification accuracy. In same year Amina Naseer et al.
[17] worked on PaHaW dataset and per- formed features extracted via CNN- Alexnet pre-trained model.The selected features
were fed to SVM classifier for PD identification and obtained 98.28% of accuracy.In the same year, another research by 2.2
Offline Features Analysis In other studies, certain authors did not used any dataset col- lection system, they use hand-
drawing samples and shapes.In 2015, Pereira et al. [24] have collected the HandPd is a dataset composed of images
extracted from handwriting exams of 92 people divided into 18 healthy people (Healthy Group) and 74 patients (Patients
Group). They worked on automatic Parkinson’s disease diagno- sis using spirals and meanders in forms as shown in Figure
3.1, that are then compared with the template for feature extraction, which was assessed employing three methods: Nave 
Bayes (NB), Optimum-Path Forest (OPF), and Support Vector Machines with Radial Basis Function (SVM-RBF), with the best
results on the NB classifier that gave around 79% order accuracy. This study ad- ditionally indicated that meander samples
play a very important role, resulting in higher accuracy than spiral samples. In 2017, Loconsole at el. [35] used a limited
number of fea- tures extracted from EMG (ElectroMyoG raphy) signals obtained at the arm level (time feature) and scans of
traditional paper sheets (vision-based features) by utilising computer vision and applied an Artificial Neural Network-based 
classifier employing a Multi- Objective Genetic Algorithm (MOGA) achieving 95% accuracy. In 2018, Khatamino etal. [36]
used HandWritten datasets that comprise of the Static Spiral Test (SST), the Dynamic Spiral Test (DST) and Stability Test on
Certain Point (STCP) of 57 patients and 15 control healthy individuals [37].Author used a CNN-based deep learning approach
and accomplished a precision of 88%. In the same year, Momina et al. [10], utilized Convolutional Neural Networks(using the
Alex-Net pre-prepared model)to extract visual features from numerous representations of different graphomotor tests
delivered of 72 subjects (Patient and Health Group ) sub- jects.These features are fed to a Support Vector Machine (SVM)
classifier accomplishing accuracy of 83% In 2019, Diaz et al. [38] worked with PAHAW offline data(images) that extracted
features from CNN using a pre-trained VGG16 net- work. To reduce overfitting, the authors applied feature selection al-
gorithm before classification.they applied different classifier (SVM, Random forest) achieved accuracy of 86.76% and also the
exam- ined which handwriting task performed better than other .Another study by Ribeiro et al. [39] used same dataset for
the classification of PD and used Recurrent Neural Network(RNN) achieving 85% accuracy at the spiral and 89% on the
meander. In 2019, Gupta et al.[40] used PaHaW off-line hand-drawn Archimedean spiral data and presented a novel distance
based features PD prediction by extracting Fourier Transform based distance features,Tremor Esti- mation feature and
combined distance-based features and fed these extracted features to the SVM classifier for classification and the reported 
accuracy of 81.66%. In 2019, another author Rosa et al. [33] proposed an evo- lutionary approach to discriminate PD using
hand shape analysis .they applied Cartesian Genetic Programming on a set of static features on HandPD dataset to show
which handwriting template performed better. The results of the experiments indicated that the features derived by spirals
are less informative than those derived by meanders, and that the global accuracy reached by meander analysis outperforms
that of other studies.Their study also showed that, in its best configuration, the CGP performs better than state- of-the-art
techniques for PD diagnosis proposed in the literature. Author Year Dataset Handwriting Task Features Analysis Results
Drotar et al. 2013˜ Parkinson’s Letters, Words, Sentences and Archimedean Spiral Online in-air Surface Features SVM
80.09% Drotar et al. 2014 PaHaW Letters, Words, Sentences and Archimedean Spiral Online in-air and on-surface Features
SVM 85% Drotar et al. 2014 PaHaW Letters, Words, Sentences and Archimedean Spiral Online Spatial, Temporal Kinematic,
Entropy, Signal Energy, SVM 88% Graca˜ et al. 2014 Graca’s Dataset Archimedean Spiral Online Spatial-Temporal and
Pressure Feature C4.5, RipperK , Bayesian Networks 86.67% 80.83% 87.50% Dortar et al. 2015 PaHaW Letters, Words,
Sentences and Archimedean Spiral Online Spatial, Temporal Kinematic, Entropy, EMD and Pressure SVM ˜89.09% Pereira et
al. 2015 HandPD Archimedean Spiral Offline Mean Relative ˜Tremor(MRT) and Spatial Features Naïve Bayes (NB), Optimum-
Path Forest (OPF), SVM 78.90% 77.10% 75.80% Dortar et al. 2016 PaHaW Letters, Words, Sentences and Archimedean
Spiral Online˜Kinematic, Pressure Features SVM ADABOOST K-NN 81.3% 78.9% 71 % Pereira et al. 2016 NewHandPD
Archimedean Spiral and Meander ˜Pen-based Features CNN OPF 87.1% on Meander Tasks Laconsole et al. 2017 Laconsole
Dataset Sentence, repetitive loops Online and Offline features ANN 95% Impedovo et al. 2018 PaHaW Letters, Words,
Sentences and Archimedean Spiral Spatial, Temporal Kinematic, Entropy, Signal Energy, EMD, Pressure SVM (RBF, Linear),
KNN, LDA NB , RF ,AdaBoost 71% 68% 67.90% 66% 57%% 61% Table 2.1: Summary of related works on Handwriting
based Parkin- son Prediction 2.3 Benchmarking Datasets In any research domain, the availability of datasets is one of the key
requirements for the analysis of neurological disease.Collection of datasets is a very difficult activity in medical field since it
presents a particular problem for selecting participants, choosing a acquisi- tion device, and finding the most suitable
handwriting tasks. The number of dataset use for the prediction of PD are discussed below. In this section, the datasets that
are used by in pervious techniques to evaluate their approaches have been reviewed. • PAHAW Dataset: This dataset consists
multiple hand- writing samples from 37 people with Parkinson’s disease (19 men/18 women) and 38 healthy people (20
men/18 women). Author Year Dataset Handwriting Task Features Analysis Results Khatamino et al. 2018˜ HW dataset
Archimedean Spiral Dynamic and Visual features CNN 88% Angelillo et al. 2019˜ PaHaW Letters, Words, Sentences and
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Archimedean Spiral Online Spatio-Temporal Kinematic SVM, AdaBoost, Logistic Regression, Linear Discriminant 88.33%
Ribeiro et al. 2019 New HandPD Archimedean Spiral and Meander Kinematic , Spatio-Temporal RNN 85% (Spiral) 89%
(Meander) Diaz et al. 2019 PaHaW Letters, Words, Sentences and Archimedean Spiral CNN based Visual Features SVM
86.76% Parziale et al. ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ 2019˜ ˜ ˜˜ HandPD Archimedean Spiral and Meander Offline Mean Relative Tremor
and Spatial Features SVM Decision Tree Random Forest 73.63% Gupta et al. 2019 PahaW Archimedean Spiral Spatial
Features SVM 81.66% Alae et al. 2020 Arabic Dataset Arabic Text Online Kinematics on surface/In-air Mechanical, Inclination,
Pen Up. Clustering and Principal Component Analysis(PCA) 97.3% Amina et al. 2020 PaHaW Letters, Words, Sentences and
Archimedean Spiral CNN(Alex-net) based Visual Features SVM 98.28% Ismail et al. 2020 HW dataset Archimedean Spiral
CNN based Visual Features using AlexNet or GoogleNet SVM KNN 98.28% Table 2.2: Summary of related works on
Handwriting based Parkin- son Prediction The samples came from the Movement Disorders Center at Masaryk University’s
First Department of Neurology and St. Anne’s University Hospital in Brno, Czech Republic. Each participant was given eight
handwriting assignments to com- plete at their own pace. The signals were captured using a Wacom Intuos 4M digitising
tablet with a sampling rate of 150 Hz. Each individual perform eight tasks according to template illustrated in Figure 2.1
Figure 2.1: Template proposed by [27] • HandPD dataset: This dataset contains 92 individuals, 18 of Healthy Group and 74
of Patients Group, the latter be- ing composed of people suffering from Parkinson’s Disease (PD). Botucatu Medical School,
So Paulo State University - Brazil, gathered the handwritten exams. The main task in- cludes filling out a form that consists
of four spirals and four meanders.[24] as shown in Figure 2.2 Figure 2.2: HandPD Dataset tasks • NewHandPD Dataset: This
dataset is composed of 66 in- dividuals that are obtained from 35 Parkinson’s patients (21 males and 10 females) and 31
healthy subjects (18 males and 17 females).Every individual was approached to draw 12 ex- ams, 4 spirals, 4 meanders, 2
circled movements (one circle in the air and another on the paper). Some handwritten dy- namics features were likewise
recorded utilizing an advanced pen, having images from 4 spirals,4 meanders ,4 circles and signals for all 12 exams.So every
individual sample includes 9 images and 12 signals.[41] • Graca et al. Dataset In 2014, Graca et al. [31] used mobile devices
to predict PD by completing a different tasks (spiral analysis, gait analysis, tip analysis) in which 35 sam- ples were collected
from drawing Archimedes spiral as shown in Figure 2.3.They allow the user to perform the task on a mobile screen because
it’s easy to manage. Figure 2.3: Image sample of grace et al.[31] dataset • Arabic Handwriting Dataset: Arabic Handwriting
dataset used for PD prediction with 28 Parkinson’s patients and 28 healthy subjects. This data set completed with three tasks
shown in Figure ??. Figure 2.4: Arabic Handwriting dataset • The Hand written Dataset: The Hand-Written (HW) dataset was
gathered at Istanbul University’s Cerrahpasa Fac- ulty of Medicine’s Department of Neurology[23, 42]. This dataset contains
time-series data from handwriting spiral ex- ams of individuals in two groups: healthy people and Parkin- son’s disease. The
dataset contains 72 individuals, 57 of whom are patients and 15 of whom are healthy controls. Exams are provided to
everyone in the same way (recommend to draw inward to outward). As illustrated in Figure 2.5, it consists of three types of
handwriting tests: the Static Spiral Test (SST), the Dynamic Spiral Test (DST), and the Stability Test on Certain Point (STCP
). • Mirjana et al dataset In this study[43],There were 43 par- ticipants in total: 33 patients with Parkinson’s disease and ten
healthy controls (HC). This dataset consists of 4 tasks, 1. Writing a sentence between two lines( a distance of 1 cm when 
looking at the laptop) 2. Typing a sentence between two lines(a distance of 1 cm, with the monitor out of sight) (a) SST Test
(b) DST Test Figure 2.5: Hand Written dataset 3. Writing a paragraph without space restriction while look- ing at the screen 
4. Writing a sentence without space restriction, with the monitor out of sight Figure 2.6: Signal Tasks. 2.4 Summary This
chapter presented an overview of the techniques pre- sented for the identification of PD using handwritten analysis.Recent
studies primarily target both static and dynamic features or se- lected features to enhance the over all performance, to the
best of our knowledge, no investigations have been carried out to study the relationship between the template under study
and the computed features.Our study will combined both A summary of related works (2013-present) can can be seen in
Table CHAPTER 3 METHODOLOGY In the preceding chapter, significant contributions in the field of Parkinson disease
identification using handwriting analysis was discussed. In most situations, the discovered attributes are mapped to
computational features derived from known templates and input into a classifier to identify whether or not PD exists. The
drawing or handwriting template under study is a key aspect in determin- ing the type of features to use. While past research
has focused on combining features or decisions from various templates to improve overall performance. In this chapter, the
methodology used for fea- ture relevance analysis for the identification of PD through hand- writing is explained in length.
Workflow for proposed approach is shown in Figure 3.1. The goal of our proposed system is to assess the optimal set of
features and to study which features are better suited to specific templates. Figure 3.1: Proposed Approach. 3.1 DataSet
Data acquisition is a very difficult task when it comes to med- ical problems. In our research, we used the Parkinson’s
Disease Handwriting Database (PaHaW). This database consists of samples obtained from 37 Parkinson’s patients (19 males 
and 18 females) and 38 healthy subjects (20 males and 18 females). All members in- volved in PD diagnosis enlist from the
movement disorder center at The Department of Neurology, Masaryk University, and St. Annes Hospital in Smo, Czech
Republic. And all samples write in the native language of the participants and the participant completed all tasks according
to the template. All tasks are the following: 1. Drawing an Archimedes spiral 2. Writing in cursive the letter l 3. The bigram le
4. The trigram les 5. Writing in cursive the word lektorka (“female teacher” in Czech) 6. porovnat (“to compare”) 7.
nepopadnout (“to not catch”) 8. Writing in cursive the sentence Tramvaj dnes uz nepojede (“The tram won’t go today”)
Figure 3.2: PAHAW template. 3.2 Acquisition Device The number of devices used for data acquisition, in our prob- lem the
authors used Wacom Intuos 4 M digitizer or digital pen for data collection shown in Figure 3.3, some patients may be un-
familiar with the device, so patient writing on paper, the paper is set on the digitizer. By this device, some useful features
have been acquired: (x-y) the coordinate of the pen moves in a different direc- tion, the time stamps, the pen Orientation (
azimuth and altitude) and the pressure, and if the pen moves in-air the button state is 0 otherwise (on the surface) the
button state is 1. All the features reported are the numeric values shown in Figure 3.3 3.3 Data Prepossessing The Acquisition
Device discusses in the previous section use for collecting the pen-based data. These included all of the func- tional attributes
that could be used for the derived kinematics fea- tures. All of these features are sequentially measured within the same time
intervals. In Literature, most authors work with these sequential features and measure only mean values, and then feed (a)
Digitized smart pen (b) Features Acquire by device Figure 3.3: Feature acquired using digitized pen them to the model[2].
But when they transform the sequential value into mean values, the beneficial information is lost. Therefore, in this study, we
use all sequential values and give the classifier as it is an emphasis on the output of sequential data analysis. 3.4 Features
Extraction In this section extracted features employed, offline and online features of handwriting discuss in a later section.
3.4.1 Online Features Online features provide valuable information for the diagnosis of PD. In our research, we are working
on online features that have been calculated from raw data in the PaHaW database. There are a variety of features: (x-y)
coordinate, azimuth, altitude, pressure, timestamp, button status. By using these features, new features derived such as
velocity, acceleration, distance and also calculated the mean, standard deviation, median, 10th, and 100th percentile of the
whole signal acquired by the device give it to the predictor classifier. 3.4.2 Offline Features In offline features, these features
are derived by handwrit- ing and hand-drawing. Some researchers used offline functionality instead of online attributes[24].
In 2015, Pereira used the hand- drawing shape to extract the features. In our case study, we used the dortar et al. dataset.
[27] The original dataset contains online features extracted from the device (X, Y coordinates, button states, pressure) so
that we can convert all online features to images, on- line features in the form of numeric data, and by plotting x, y
coordinates into images shown in Figure 3.5 Figure 3.4: Offline image of the Archimedean spiral (a): Healthy Subject (b):
Parkinson Patient All attributes or features of the dataset includes information about PD and healthy subject, by using
visualization techniques and apply different filters on images for features extraction and enhanced the dataset because
original image not enough to train the dataset. We feed the images to pre-trained model VGG16. We trained the model on
our data and extracted features from the last FC layers which contain 4096 features. • VGG16 Visual Geometry Group at
Oxford introduces Vgg16. This is a 16-layer convolutional neural network. The model uses a set of pre-trained weights from
ImageNet. In ImageNet, a dataset of over 14 million images belonging to 1000 classes, the model achieves 92.7 % accuracy.
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The default RGB image input size for the VGG16 model is 224 x 224 pixels with three channels.The used architecture of
VGG16 is summarized in Figure 3.5. Figure 3.5: VGG16 Architecture. 3.5 Feature relevance analysis for writer identification",
Document Recognition and Retrieval XVIII, 2011.">Feature Selection Feature selection is the process of Feature relevance
analysis for writer identification", Document Recognition and Retrieval XVIII, 2011.">selecting relevant and in- formative 
Feature relevance analysis for writer identification", Document Recognition and Retrieval XVIII, 2011.">features with the
motivation of data/feature set reduc- tion, Feature relevance analysis for writer identification", Document Recognition and
Retrieval XVIII, 2011.">performance improvement, and data understanding[44]. The Feature relevance analysis for writer
identification", Document Recognition and Retrieval XVIII, 2011.">primary goal of a feature selection procedure would be to
find Feature relevance analysis for writer identification", Document Recognition and Retrieval XVIII, 2011.">the features (or
feature components) that are useful Feature relevance analysis for writer identification", Document Recognition and Retrieval
XVIII, 2011.">in identify- ing Feature relevance analysis for writer identification", Document Recognition and Retrieval XVIII,
2011.">the presence and absence Feature relevance analysis for writer identification", Document Recognition and Retrieval
XVIII, 2011.">of PD. Filter, wrapper, and em- bedding approaches are the three basic kinds of feature selection
algorithms[45]. Feature relevance analysis for writer identification", Document Recognition and Retrieval XVIII,
2011.">Generation, evaluation, stop criterion, and valida- tion are Feature relevance analysis for writer identification",
Document Recognition and Retrieval XVIII, 2011.">the four key processes of a feature selection approach. A search strategy
is used in the generation process to obtain a Feature relevance analysis for writer identification", Document Recognition and
Retrieval XVIII, 2011.">subset of features (usually utilising Feature relevance analysis for writer identification", Document
Recognition and Retrieval XVIII, 2011.">forward selection, backward removal, Feature relevance analysis for writer
identification", Document Recognition and Retrieval XVIII, 2011.">bidirectional, and other methods). Feature relevance
analysis for writer identification", Document Recognition and Retrieval XVIII, 2011.">The efficiency Feature relevance
analysis for writer identification", Document Recognition and Retrieval XVIII, 2011.">of the resulting Feature relevance
analysis for writer identification", Document Recognition and Retrieval XVIII, 2011.">subset is then evaluated using Feature
relevance analysis for writer identification", Document Recognition and Retrieval XVIII, 2011.">an evaluation criterion, which
might Feature relevance analysis for writer identification", Document Recognition and Retrieval XVIII, 2011.">be independent
(filter) or dependent (measurement) (Feature relevance analysis for writer identification", Document Recognition and
Retrieval XVIII, 2011.">wrapper). Af- ter Feature relevance analysis for writer identification", Document Recognition and
Retrieval XVIII, 2011.">each iteration, a stopping condition is examined Feature relevance analysis for writer identification",
Document Recognition and Retrieval XVIII, 2011.">to decide Feature relevance analysis for writer identification", Document
Recognition and Retrieval XVIII, 2011.">when the selection process should be terminated. Feature relevance analysis for
writer identification", Document Recognition and Retrieval XVIII, 2011.">Typical criteria involve achievement of optimal
subset or bounds on a Feature relevance analysis for writer identification", Document Recognition and Retrieval XVIII,
2011.">number of features or iterations etc. Once Feature relevance analysis for writer identification", Document Recognition
and Retrieval XVIII, 2011.">the stopping condition is met, the resultant subset of features can be confirmed [46]. Feature
relevance analysis for writer identification", Document Recognition and Retrieval XVIII, 2011.">For our problem, we
employed Feature relevance analysis for writer identification", Document Recognition and Retrieval XVIII, 2011.">a genetic
algorithm (GA), a wrapper approach a Correlation, a filter approach for feature selec- tion. 3.5.1 Genetic Algorithms Genetic
algorithm is one of the most advanced feature selec- tion algorithms. It is a stochastic function optimization method based on
natural genetics and biological evolution mechanics.In nature, organisms’ genes tend to evolve through generations to im-
prove their ability to adapt to their surroundings. It acts on a population of individuals to better approximations over time. A
state diagram for the feature selection process with the genetic al- gorithm is shown in Figure 3.6 . Figure 3.6: Genetic
Algorithm. As with natural adaptation, this process results in the evo- lution of populations that are better suited to their
environment than the individuals from which they were formed. This technique has an advantage over others in that it
permits the best answer to emerge from the best of previous solutions. In this study, we used the basic application of genetic
algorithms as the objective of our system is to select an optimal set of features that provides better performance than all 
Feature relevance analysis for writer identification", Document Recognition and Retrieval XVIII, 2011.">features. We will first
analyze the relevance of the features i.e 97 online and 4096 offline features. The Feature relevance analysis for writer
identification", Document Recognition and Retrieval XVIII, 2011.">GA is used to generate individuals of length (97 & 4096) 
Feature relevance analysis for writer identification", Document Recognition and Retrieval XVIII, 2011.">and the set bits are
used to select the respective features. We executed Feature relevance analysis for writer identification", Document
Recognition and Retrieval XVIII, 2011.">the ten times and extracted features that are almost selected every time we runs
GA.We used the following parameters for GA: • Feature relevance analysis for writer identification", Document Recognition
and Retrieval XVIII, 2011.">Population Size: 50, • Crossover Rate: 0.5, • Feature relevance analysis for writer identification",
Document Recognition and Retrieval XVIII, 2011.">Mutation Rate: 0.2, • Feature relevance analysis for writer identification",
Document Recognition and Retrieval XVIII, 2011.">Selection Rule: logistic regression • Feature relevance analysis for writer
identification", Document Recognition and Retrieval XVIII, 2011.">Number of Generations: 10. Feature relevance analysis for
writer identification", Document Recognition and Retrieval XVIII, 2011.">The initial population is generated at random. 
Feature relevance analysis for writer identification", Document Recognition and Retrieval XVIII, 2011.">The fitness function is
used to evaluate the chromosomes in each generation, with the present population’s fitness values being utilized to find the
offspring of the next generation. Feature relevance analysis for writer identification", Document Recognition and Retrieval
XVIII, 2011.">When the specified Feature relevance analysis for writer identification", Document Recognition and Retrieval
XVIII, 2011.">number of generations has Feature relevance analysis for writer identification", Document Recognition and
Retrieval XVIII, 2011.">been evaluated, the procedure comes to an end. The Feature relevance analysis for writer
identification", Document Recognition and Retrieval XVIII, 2011.">best individual of the final generation determines the
selected feature subset. The division Feature relevance analysis for writer identification", Document Recognition and Retrieval
XVIII, 2011.">of online and offline Feature relevance analysis for writer identification", Document Recognition and Retrieval
XVIII, 2011.">features according to their relevance is explained in the next Chapter 4 3.5.2 Correlation Another approach for
feature selection is Correlation. It’s a metric for determining the degree of linear correlation between an input feature and an
output feature. It has a range of +1 to - 1, with 1 denoting total positive correlation and -1 denoting total negative
correlation. As high correlation features are more linearly dependent, they have roughly the same impact on the dependent
variable. When there is a strong correlation between two features, one of them may be dropped. The correlation
mathematical for- mula is shown in COV (X, Y ) PX,Y = σXσY 3.6 Classification Classification is an important part of research
because evalu- ating the quality of the literature, we are providing the best results on this disease. In the literature survey,
many techniques used for classification the most commonly used help vector machine, Ran- dom forest, Naive Bayes, neural
networks, etc. Some researchers used a combination of classifiers and often used several neural net- works to improve
overall accuracy. In our implementation, we use three classifiers support vector machines.We applied this classifier on online
and offline features data extracted by the feature rele- vance method. 3.6.1 SVM SVM (Support Vector Machine) is a
supervised machine learn- ing model for binary and regression problem classification. Each data item is represented as a
point in n-dimensional space (where n is the number of features), with the value of each feature being the value of a certain
position in the SVM algorithm[47]. In general, SVM is divided into two types: linear and non-linear. A linear SVM computes a
linear decision boundary using a linear kernel. Figure 3.7 shows a two-dimensional data example of a linear SVM. Figure 3.7:
SVM classifier. For higher dimensions, planes or hyper-planes are computed. A Non-linear SVM (Figure 3.8) uses a non-linear
kernel. The ad- vantage of using a non-linear kernel is that it can capture and cal- culate much more complex and
complicated relationships between the data points without performing extremely complicated and dif- ficult transformations
on its own. But, naturally, non-linear kernels are more complex and time-consuming. Figure 3.8: SVM classifier. 3.7 Summary
In this chapter discuss the detail of the PaHaW dataset used in our study and present the online and offline extracted



10/25/21, 7:13 PM Turnitin

https://www.turnitin.com/newreport_classic.asp?lang=en_us&oid=1683596448&ft=1&bypass_cv=1 8/10

features. A brief overview of feature selection and SVM classifier examined our work also present. In the next chapter, we will
discuss the results and different experiments. CHAPTER 4 ANALYSIS & RESULTS This chapter describes the specifics of all
experiments, com- putes the efficiency of the different models, and examines the effec- tiveness of extracted features in each
task to identify the presence and absence of PD. All experiments performed by Drotar et al. dataset(PaHaW) are presented in
section 2.3. In this chapter, we first discussed training and testing data and then show results using Feature selection
techniques and classification models. 4.1 Training Test Datasets The PaHaW dataset contains 75 sample files, all of which are
used for the experiment (37 Parkinson’s patients and 38 healthy subjects). When we extracted the features from 75 samples,
we used folding techniques for rotating 75 samples, In our scenario, we divide 75 sample data into fivefold. By using this
technique, we are able to estimate the skill of our model on unseen data. 4.2 Performance Metrics The functionality of the
proposed system is evaluated by using standard measures of accuracy. Each of these is briefly described and figure out the
accuracy of each task with the optimal set of features using SVM Classifier. We discussed the Standard measures are as
follows. • True Positive Data instance belongs to a specific class and is correctly classified by the algorithm that data belongs
to the same class. In the case of PD identification, a PD subject is correctly classified as PD. • False Negative The algorithm
detects that the data does not pertain to a specific class, however it belongs to that class. In other words, a PD subject is
wrongly classified as Healthy. • False Positive The data instance does not belong to a spe- cific class, but it is incorrectly
identified by the algorithm as belonging to that class. In this case, a healthy subject is wrongly classified as a patient. • True
Negative The algorithm identifies that data does not belong to a specific class; however, the data actually belongs to another
class. In this case, a healthy subject is correctly classified as healthy. 4.2.1 Accuracy The accuracy calculate the ability of
overall system to pre- cisely classify the PD patient and healthy subject. Accuracy = TP + TN TP + TN + FP + FN 4.3 Results
and Discussion In this chapter, we will explain the performance of the sys- tem,we present the accuracy of every single task
with all features and relevance features set and then fed it to the classifier discussed in chapter 3.6. There are different sets
of experiments used for classification with online data and offline data. 4.3.1 Results on all features (Online and Offline) In
this experiment, we simple classification model was applied on every single task for classification and the result mentioned in
the below table 4.1 Tasks Online Features (97) Offline Features (4096) Archimedean Spiral 57% 57% Repetitive(l) 60% 43%
Repetitive(le) 62% 57% Repetitive(les) 60% 64% Word(leplorka) 50% 64% Word(porovnal) 53% 50% Word(nepopadnoul)
47% 64% Sentence 67% 64% Overall Accuracy 57% 58% Table 4.1: Task-Wise Accuracy on All features 4.3.2 Results Using
GA technique (Online and Offline) In this experiment, we applied the Genetic Algorithm Fea- ture selection technique on each
task features set and extracted the optimal feature subset. We performed 10 iterations to deter- mine specific features that
were selected almost every time we runs the Genetic Algorithm. We fed these selected features data to a machine learning
classifier i.e. SVM for PD classification and the obtained result after Genetic feature selection techniques are men- tioned in
the below table 4.2,4.3 Tasks No of Features Selected SVM Archimedean Spiral 6 78% Repetitive(l) 8 74% Repetitive(le) 5
75% Repetitive(les) 8 80% Word(leplorka) 5 60% Word(porovnal) 5 80% Word(nepopadnoul) 5 74% Sentence 6 73%
Overall Accuracy 74% Table 4.2: GA Online features results Tasks No of Features Selected SVM Archimedean Spiral 65 86%
Repetitive(l) 21 71% Repetitive(le) 38 64% Repetitive(les) 33 78% Word(leplorka) 114 71% Word(porovnal) 45 71%
Word(nepopadnoul) 39 71% Sentence 129 72% Overall Accuracy 79% Table 4.3: GA Offline features results 4.3.3 Results
using Correlation technique(Online and Of- fline) In this experiment, we build a correlation matrix, which exam- ines the
correlation of all features (for all possible feature combina- tions). We selected highly correlated features by setting a
threshold of 0.5, It removed the first feature that is correlated with anything else without any other insight. We removed
these highly correlated features and selected the features which are not highly correlated columns and have an absolute
correlation smaller than 0.5. We fed these selected features data to a machine learning classifier i.e. SVM for PD
classification. The obtained result after Correlation feature selection techniques are mentioned in the below table 4.4,4.5
Tasks No of Features Selected SVM Archimedean Spiral 14 64% Repetitive(l) 17 61% Repetitive(le) 21 70% Repetitive(les) 17
61% Word(leplorka) 16 61% Word(porovnal) 20 70% Word(nepopadnoul) 19 53% Sentence 20 78% Overall Accuracy
64.75% Table 4.4: Correlation Online Feature Results Tasks No of Features Selected SVM Archimedean Spiral 2172 79%
Repetitive(l) 1874 86% Repetitive(le) 1187 87% Repetitive(les) 1862 71% Word(leplorka) 1725 89% Word(porovnal) 1931
87% Word(nepopadnoul) 1801 71% Sentence 1759 64% Overall Accuracy 79% Table 4.5: Correlation Offline Features
Results 4.3.4 Combined features result analysis In this experiment, firstly we employed task-wise classification by combining
all online and offline features. We also combined both online and offline features after feature selection and performed task-
wise classification. and the obtained results are mentioned in the table below 4.6 Task All Features Accuracy Selected
Features Accuracy (GA) Selected Features Accuracy(Correlation) Archimedean Spiral 59% 81.67% 72% Repetitive(l) 52%
78.32% 74% Repetitive(le) 61% 74.32% 78% Repetitive(les) 62% 75.24% 66% Word(leplorka) 57% 76.35% 75%
Word(porovnal) 54% 74.11% 78% Word(nepopadnoul) 55% 76.08% 63% Sentence 66% 83.57% 71% Table 4.6: Combined
features Result Analysis Figure 4.1: Comparison between all and selected features accuracy on online features Figure 4.2:
Comparison between all and selected features accuracy on offline features Figure 4.3: Comparison between all and selected
features accuracy on combined features To further, establish the viability of the proposed model we compare with the
studies on task-based selection in table 4.7. All of the studies have utilized the PaHaW dataset for the assessment of the 
proposed method. The authors in [28, 10] have employed sev- eral static and dynamic features extraction techniques to
predict PD using PaHaW dataset. We use combined features of handwrit- ing to demonstrate their use in identifying the
presence or absence of Parkinson’s disease.The accuracies reported in different experi- ments are comparable to those
reported in the literature. Task Impedevo et al [8] Angelilo et al [48] Diaz et al [38] Momina et al [49] Proposed Technique
Archimedean Spiral 54.67% 53.75% 75.00% 89.64% 81.67% Repetitive(l) 61.80% 67.08% 64.16% 75.00% 78.32%
Repetitive(le) 72.28% 62.50% 58.33% 73.75% 74.32% Repetitive(les) 55.28% 57.91% 71.67% 72.32% 75.24%
Word(leplorka) 59.80% 54.58% 75.41% 79.46% 76.35% Word(porovnal) 63.71% 56.75% 63.75% 74.46% 74.11%
Word(nepopadnoul) 60.98% 61.67% 70.00% 79.28% 76.08% Sentence 71.95% 70.40% 67.08% 81.42% 83.57% We
discussed our result according to the most effective fea- tures set on the specific task in PaHaW dataset. We observed
features extracted from GA give a better classification performance (77.46% global accuracy) using an SVM classifier than
features ex- tracted from correlation selection techniques. Nevertheless, consid- ering the very limited amount of text
(drawing) available in each task, the realized accuracies are indeed promising. Comparing the performance of different tasks,
it can be observed that after feature selection Sentence task has the highest accuracy in overall ex- periments. The
Archimedean spiral tasks achieved second highest accuracy in overall experiments. The word-based tasks ”porovonal,
nepopadnoul,leplorka,” task provides remarkably similar results. On the other hand,repetitive letter tasks ”l” and ”les”
obtained the highest accuracy ”le” have the lowest accuracy. ”le” tasks were comparatively obtained less effectively than
other tasks in our pro- posed system. 4.4 Summary This chapter presents the details of all experiments carried out to prove
our thoughts to bring up in this research. We used feature relevance methodologies to evaluate the performance of features
on- line and offline individually, then integrated both types of features and applied SVM for classification. Task-wise accuracy
was used in these investigations, and the system was compared against others in the literature. CHAPTER 5 CONCLUSION &
FUTURE WORK The potential for handwriting features to indicate Parkinson’s disease is discussed in this study. The literature
has looked at both online and offline features, however, in our study, we used a combi- nation of online and offline features
and extracted a set of features that performed better on a specific task template This study does not deny previous research
on online and offline features; rather, it enhances the author’s expertise and demonstrated the utility of both online and
offline features. we explore the feature relevance techniques to detect offline and online features. Evaluation on a standard
data set (PAHAW), our proposed system reports overall accuracy of 77.46% when we combined both features. Another an
important aspect of our studies is that we explained the importance of features for specific templates In conclusion, we have
demonstrated that such a method could be beneficial to clinicians in the diagnosis of Parkinson’s dis- ease since it allows
them to select the most important features of the disease and, as a result, develop a set of guidelines for defining fresh 
testing protocols. This work will be used to guide future work and research in this field because of the performance metric
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